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The phosphide-based III-V semiconductors InP, GaP, and In0.5Ga0.5P are promising materials10

for solar panels in outer space and radioisotope batteries, for which lifetime is a major issue. In11

order to understand high radiation tolerance of these materials and improve it further, it is nec-12

essary to describe the early stages of radiation damage on fast time and short length scales. In13

particular, the influence of atomic ordering, as observed e.g. in In0.5Ga0.5P, on electronic stopping14

is unknown. We use real-time time-dependent density functional theory and the adiabatic local15

density approximation to simulate electronic stopping of protons in InP, GaP, and the CuAu-I or-16

dered phase of In0.5Ga0.5P across a large kinetic energy range. These results are compared to SRIM17

and we investigate the dependence on the channel of the projectile through the target. We show18

that stopping can be enhanced or reduced in In0.5Ga0.5P and explain this using the electron-density19

distribution. By comparing Ehrenfest and Born-Oppenheimer molecular dynamics, we illustrate the20

intricate dynamics of a proton on a channeling trajectory.21

I. INTRODUCTION22

Indium phosphide (InP) and In0.5Ga0.5P are well-23

suited materials for optoelectronic devices due to their24

direct (low-temperature) band gaps of 1.42 eV1 and25

1.99 eV,2 respectively. Gallium phosphide (GaP) has26

an indirect gap of 2.34 eV at low temperature.3 Using27

In0.5Ga0.5P, a tandem solar cell was demonstrated with28

an efficiency greater than 30 % in a double-junction4 and29

over 40 % in a triple-junction5 configuration. In addition,30

In0.5Ga0.5P shows good resistance to energetic, charged-31

particle radiation, making it suitable for applications in32

extreme operational environments where lifetime is one33

of the major issues. Examples include solar panels in34

outer space6,7 and radioisotope batteries.835

Research devoted to analyzing degradation of solar36

panels caused by charged-particle radiation, typically37

relies on semi-classical models6,7,9,10 derived from the38

Shockley-Read11 and Hall12 equation to describe recom-39

bination of electrons and holes in semiconductor devices.40

This allowed attributing a gradual drop in efficiency of41

solar panels as fluence of radiation increases to decreased42

minority-carrier life times.9,13 In addition, radiation-43

induced defects in InP based solar devices were found to44

be annealed by injection of minority carriers6,7 and the45

performance was partially recovered. The enhanced an-46

nealing was attributed to the Bourgoin mechanism,10,1447

i.e., a change of the charge state of defects due to injec-48

tion that leads to faster diffusion. These insights illus-49

trate that the semi-classical approach is useful for opti-50

mizing the design of devices, however, it has no access51

to atomic-scale details of the interaction between the52

charged projectile ions and the target material. Such53

details are essential for understanding the underlying54

atomistic mechanisms. Achieving this goal requires mod-55

ern first-principles simulations such as the ones described56

here.57

Previous studies15–17 showed that the defect dynam-58

ics in target materials exposed to charged-particle radi-59

ation differ between regions of bulk and interfaces, since60

interfaces can act as sink or source of defects. Itoh re-61

viewed the effect of interfaces on defect dynamics under62

the scenario of projectile kinetic energies that are too63

low to induce knock-on events.15 It was speculated that64

in this scenario, enhanced damage near interfaces can be65

attributed to stronger localization of excitons or slower66

recombination rates for Frenkel pairs.15 Furthermore, a67

recent study based on ab-initio molecular dynamics18 for68

primary knock-on events under particle radiation shows69

that cations in the GaAs/AlAs superlattice are more70

likely to be displaced than cations in pure GaAs or AlAs.71

Therefore, it is critical to model the effect of interfaces72

on radiation damage.73

Existing first-principles studies that aim at unraveling74

the effect of interfaces are limited to the linear-response75

approximation and focus on optical properties19,20 in-76

stead of electronic response to radiation. Gumbs pro-77

posed an analytic expression for electronic stopping of78

a charged particle moving parallel to the surface of lay-79

ered 2D free-electron gases, based on the random-phase80

approximation.21 However, this approach is limited by81

the linear-response approximation and the specific geo-82

metric setup used in the derivation. In particular, the83

charged projectile moves outside of the heterostructure84

and parallel to the surface. Recently, Cruz combined85

the Bethe stopping theory22 with a model of quantum86

confinement that imposes boundary conditions on the87

system, to study the effect of interfaces on electronic88

stopping.23 Although this method is not limited to a89

specific geometric setup, it still suffers from the linear-90
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response approximation and the assumption of a fully91

ionized projectile as well as quantum confinement.92

For device applications, high-quality In0.5Ga0.5P is93

fabricated, using molecular-beam epitaxy or organo-94

metallic vapor-phase deposition. This leads to well-95

defined, atomically ordered phases,24 instead of random96

solid solutions, with the “CuAu-I” ordered phase25 be-97

ing one simple example. These ordered phases have dif-98

ferent electronic and phonon band structures compared99

to solid solutions and to bulk materials, giving rise to100

different optical, electronic, and thermal properties.26–31101

As discussed above, there are a few studies exploring102

materials response to particle radiation for interfaces in103

heterostructures where the components are much thicker104

than monolayers that are observed in atomically ordered105

phases. However, due to the different geometry, these106

existing approaches cannot be applied to ordered phases107

irradiated by fast ions. To the best of our knowledge,108

there is no literature on how ordered phases with period-109

icities on the single-monolayer scale affect the ultrafast110

electronic response to particle radiation. This is the focus111

of the present work.112

Here we use real-time time-dependent density func-113

tional theory (RT-TDDFT) to study the electronic re-114

sponse of InP, GaP, and In0.5Ga0.5P to highly energetic115

protons. We compute the electronic stopping power and116

dynamics of the proton projectile for the individual mate-117

rials. Our results indicate that interfaces in In0.5Ga0.5P118

give rise to both local enhancement as well as reduc-119

tion of instantaneous stopping, compared to pure InP or120

GaP. We attribute this behavior to the redistribution of121

electron density caused by the formation of the ordered122

phase. In addition, we compare the dynamics of the pro-123

ton projectile using Ehrenfest and Born-Oppenheimer124

molecular dynamics. Their difference suggests the im-125

portance of including non-adiabatic and excited-electron126

effects.127

In Sec. II we summarize our computational approaches128

for ground-state calculations, real-time electron dynam-129

ics, and both average as well as instantaneous electronic130

stopping power. In Sec. III A and III B, we report our131

results for average and instantaneous electronic stop-132

ping, respectively, for proton-irradiated InP, GaP, and133

In0.5Ga0.5P. In Sec. III C, we report the dynamics of a134

proton moving on a [100] channel using both Ehrenfest135

and Born-Oppenheimer molecular dynamics. We com-136

pare the difference and discuss the importance to explic-137

itly model electron dynamics. Lastly, we conclude and138

summarize our work in Sec. IV.139

II. COMPUTATIONAL APPROACH140

A. Ground-state calculations141

Using the Qb@ll code,32,33 we performed ground-142

state density functional theory (DFT)34,35 calculations143

for zinc-blende (zb) InP, zb-GaP, and the zb-based or-144
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FIG. 1. The 216-atom supercell used to represent In0.5Ga0.5P.
a, b, and c are three orthogonal lattice axes. Indium, gallium,
and phosphorus are colored in light blue, dark blue, and red,
respectively. Single layers of InP and GaP alternate along the
[100] direction. The two channeling [110] and [100] trajecto-
ries are shown as black arrows.

dered CuAu-I phase36 of In0.5Ga0.5P (see Fig. 1). On145

GaAs(001) substrates, the “CuPt” type atomic order-146

ing of InGaP is more commonly observed,37,38 but the147

CuAu-I ordering was reported on GaAs(110) substrates148

before.36 Hence, even though the CuAu-I phase is not149

the most common atomic ordering of In0.5Ga0.5P, it is150

chosen here as a reasonable and computationally feasi-151

ble test case. Kohn-Sham (KS) wave functions are ex-152

panded into a plane-wave basis with cutoff energies of153

50 hartree (EH), 75 EH, and 75 EH for InP, GaP, and154

In0.5Ga0.5P, respectively, to obtain total energies con-155

verged to within 0.184 mEH/atom. The local-density156

approximation (LDA) is used to describe exchange and157

correlation39,40 and the electron-ion interaction is de-158

scribed by norm-conserving Hamann, Schlüter, and Chi-159

ang pseudopotentials as modified by Vanderbilt.41 We160

use pseudopotentials with 4s23d104p1, 5s24d105p1, and161

3s23p3 valence electrons for Ga, In, and P respectively.162

The Brillouin zone is sampled using only the Γ point,163

which is justified for the 216-atom supercells used here.164

Relaxed atomic geometries are computed using fits to165

the Murnaghan equation of state.42 This yields lattice166

constants of 11.07 and 10.24 aB for InP and GaP respec-167

tively. For In0.5Ga0.5P, we first determine the a/c ration168

that gives similar pressure on all faces of the cell, and169

then scale the cell volume until the external pressure is170

below 0.5 GPa. This yields cell dimensions a, b, and c171

of 10.71 aB, 10.65 aB, and 10.65 aB, respectively. All172

atomic positions are relaxed until forces are below 0.1173

mEH/aB.174

In order to isolate the effect of electronic excitations175

on ion dynamics, we also performed Born-Oppenheimer176

molecular dynamics (BOMD) simulations.43 Since the177

protons that represent particle radiation move very fast,178

smaller time steps compared to typical BOMD simula-179
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tions were chosen. This guarantees enough sampling180

points (210 points along the [100] trajectory) and con-181

servation of energy. More specifically, a time step of 0.3182

atomic units (at. u.) of time, 0.1 at. u., and 0.0375 at. u.183

is used for proton velocities of 0.5 at. u., 1.5 at. u., and184

4.0 at. u., respectively.185

B. Real-time electron-ion dynamics186

We study real-time electron-ion dynamics using the187

Ehrenfest molecular dynamics approach.43,44 Such sim-188

ulations have become increasingly feasible even for189

solids,45,46 both due to the commendable balance of accu-190

racy and computational efficiency of TDDFT,47 and due191

to the advent of modern supercomputers. The electronic192

system is described by propagating time-dependent KS193

equations in real time using a fourth-order Runge-Kutta194

integrator.48 A time step of 0.0145 at. u. was used and195

we verified that the electronic stopping power extracted196

from these simulations changed by less than 0.02 % when197

the time step is halved.198

Non-adiabatic electron-ion coupling is described by199

computing Hellman-Feynman forces from the time-200

dependent electron density.43,44 These simulations are201

carried out using the TDDFT implementation within the202

Qb@ll code.32,33,45,46203

C. Electronic stopping power204

When charged particles travel through a target com-205

pound, they transfer kinetic energy to that material.49206

The energy loss (dE) per penetration depth (dx) is known207

as stopping power S and has the unit of a force,208

S(x) = dE(x)/dx. (1)209

As indicated in Eq. (1), stopping power is the instanta-210

neous rate of energy transfer, e.g. from protons to the211

III-P compounds studied here. In the low-kinetic en-212

ergy regime, the projectile predominantly transfers en-213

ergy to the ions of the target material (“nuclear stop-214

ping”). However, for protons with kinetic energies higher215

than about 1 keV, more than 10 times as much energy216

is transferred from proton kinetic energy to the elec-217

tronic system of the III-P target material than to the ions218

(“electronic stopping”). This electronic-stopping regime219

is the focus of this work.220

In Fig. 2 we compare electronic stopping for channel-221

ing, i.e. protons that travel on trajectories centered at222

[100] and [110] lattice channels, to off-channeling stop-223

ping geometries. Our studies of off-channeling trajecto-224

ries are motivated by experiment and enable us to com-225

pare to either amorphous or polycrystalline samples com-226

monly used in practice. Furthermore, even when the227

sample is a single crystal, experiment oftentimes studies228

off-channeling trajectories because standard Monte Carlo229

packages, such as SRIM,50 fail to predict damage and dis-230

tribution of defects in target materials under channeling231

conditions.51232

In this work we follow the approach of simulating a233

random trajectory through the crystal, as devised in Ref.234

52, to represent off-channeling protons. For each veloc-235

ity (projectile kinetic energy) we use a standard pseudo-236

random number generator to generate a random direction237

through the lattice. In order to obtain results that are238

independent of the specific random direction, we ensure239

they are dissimilar from any lattice channel and each tra-240

jectory is simulated long enough to obtain convergence241

(see below). We then fix the velocities of all atoms in242

the simulation, including the projectile, to exclude pri-243

mary knock-on events.52 This also avoids numerical is-244

sues caused by very short distances between projectile245

and target atoms, for which large values of the Coulomb246

interaction would require much shorter time steps. While247

this constitutes an approximation, it can be justified248

since the cross section for scattering between projectile249

and lattice atoms is very small for fast, light projectiles.250

As discussed in detail in Ref. 52, this assumption of a251

frozen lattice is valid for high proton velocities such as252

the ones studied in this work, for which the time scale253

of interaction with the lattice is short. This allows us254

to use the total-energy increase to compute electronic255

stopping for off-channeling protons.52 Full Ehrenfest dy-256

namics simulations, where all ions are allowed to move257

according to Hellman-Feynman forces, are performed for258

channeling trajectories.259

We compute averages of instantaneous electronic stop-260

ping for channeling projectiles by integrating over 2 lat-261

tice periods (unshaded area in Figs. 3 and 4) after dis-262

carding the first half lattice period of a simulation, to263

avoid onset effects. Along the [100] and [110] directions,264

the 216-atom cell has three lattice periods but the length265

of the lattice period in [110] direction is by a factor of266 √
2 larger than that in the [100] direction. Onset effects267

are obvious, e.g. in Fig. 4(a), where stopping near the268

onset is much larger than at later stages of the simula-269

tion. Discarding also the last half lattice period of the270

simulation, allows us to mitigate the impact of excited271

electrons that re-enter the simulation cell due to periodic272

boundary conditions.52273

As discussed in Ref. 52, the average electronic stop-274

ping for off-channeling projectiles is calculated from the275

instantaneous value using the slope of a linear regression276

fit to the E(x) curve. Initially, this result is sensitive to277

the trajectory length, however, it eventually converges278

when the trajectory is long enough (approximately for a279

trajectory length of 200 aB).280
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FIG. 2. Electronic stopping of InP (red open), GaP (black
filled), and In0.5Ga0.5P (blue partial filled) under proton ir-
radiation. [100] (circles), [110] (squares), and random tra-
jectories (diamonds) are compared with results computed us-
ing “The Stopping and Range of Ions in Matter” (SRIM)50

(lines).

III. RESULTS AND DISCUSSION281

A. Average electronic stopping282

In Fig. 2 we show the dependence of the electronic stop-283

ping power on proton kinetic energy as computed from284

our first-principles simulations. This figure compares285

two channeling proton trajectories to the off-channeling286

configuration for GaP, InP, and In0.5Ga0.5P. From this287

comparison, it becomes immediately clear that electronic288

stopping in all three III-P compounds depends strongly289

on the trajectory: For all proton kinetic energies, the290

[110] channel leads to the smallest electronic stopping.291

The [100] channel shows similar electronic stopping as292

the off-channeling trajectory before the stopping max-293

imum, but also leads to smaller stopping close to and294

even more so after the peak of the curve.295

The first observation of smaller stopping along the296

[110] channel can be explained by the effective electron297

density that the projectile interacts with along this tra-298

jectory. When protons travel on a [110] channel, the299

average distance between the proton and first-nearest-300

lattice atoms is about 50 % longer than for protons on301

a [100] channel. Since most of the electron density is302

located near the ions, protons on [110] channels interact303

with smaller electron density, leading to weaker electronic304

stopping. This finding is consistent with a previous RT-305

TDDFT study of proton-irradiated germanium53 and a306

study based on scattering theory for energy loss in a non-307

uniform electron gas.54308

The second observation, that off-channeling projectiles309

lead to higher stopping than channeling projectiles, has310

been reported in the literature before and was attributed311

to stopping contributions from semi-core electrons.52,55312

In order for semi-core electrons to contribute to electronic313

stopping, protons need to have high enough kinetic en-314

ergy to excite the semi-core states. In addition, these315

excitations require spatial proximity of the proton and316

semi-core wave functions, i.e. very small distances be-317

tween proton and ions, which we only capture by random318

trajectories in our simulations.319

Finally, comparison of our results to data that we com-320

puted using “The Stopping and Range of Ions in Mat-321

ter” (SRIM)50 shows good overall agreement and con-322

firms our interpretation. Since SRIM assumes an amor-323

phous structure of the target material, the large range324

of electron density values that a projectile experiences325

as it traverses an amorphous target is most closely rep-326

resented by our off-channeling trajectory. Consequently,327

when comparing our results for off-channeling electronic328

stopping to SRIM, we find good agreement before the329

electronic-stopping peak, but deviations become signifi-330

cant especially for higher kinetic energies. This behavior331

has been identified in the literature52,56 before and one332

possible explanation invokes electronic-stopping contri-333

butions due to semi-core electrons that are missing in the334

pseudopotentials used here (see supplemental material).335

Another limitation is the use of the adiabatic LDA in this336

work, and, while this a topic of ongoing research,57 it is337

currently unknown how this quantitatively affects elec-338

tronic stopping of protons. Finally, the simulation cell339

size also affects the accuracy of plasma excitations since340

it limits the maximum wave length for a plasmon in the341

simulation.58342

We also note that our results agree with SRIM regard-343

ing the relative magnitude of electronic stopping across344

the different materials. Except for off-channeling projec-345

tiles with v=0.9 at. u. we consistently find stopping in346

GaP to be the largest, in InP to be the smallest, and in347

In0.5Ga0.5P to be in between. More specifically, we find348

that electronic stopping of In0.5Ga0.5P is very close to349

the average of stopping in InP and GaP. The data in Ta-350

ble I illustrates that the relative differences are below 1 %351

across most of the velocities for the [100] and [110] chan-352

nels. This also holds for the density of valence electrons353

(see Sec. II) for these compounds: That of In0.5Ga0.5P is354

4.00× 1023 cm−3, which is within 1.3 % of the average of355

4.52× 1023 cm−3 (GaP) and 3.58× 1023 cm−3 (InP). we356

assume to zeroth order that a proton moving on a channel357

through In0.5Ga0.5P interacts half of the time with InP-358

like electron density and half of the time with GaP-like359

electron density. Within the Lindhard model, electronic360

stopping is proportional to the electron density,59 hence,361

we conclude that this model and the linear approximation362

describe electronic stopping for channeling in the CuAu-363

I ordered phase of In0.5Ga0.5P very well. We will refine364

this picture below, using the actual electron-density dis-365

tribution in In0.5Ga0.5P.366

As described above, for off-channeling projectiles we367

use different random trajectories for the different veloci-368

ties and III-P compounds. Due to the statistical nature of369

this approach, convergence is computationally challeng-370
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TABLE I. Electronic stopping (in EH/aB) as a function of projectile velocity v (in at. u.) for GaP, InP, and In0.5Ga0.5P and
[100] channel/[110] channel/off-channeling. Fewer off-channeling cases were studied due to the larger computational cost of
obtaining converged results. Since our results deviate from SRIM data near the maximum of electronic stopping, an additional
velocity slightly below (v=0.9 at. u.) was chosen for off-channeling protons. We also compare averages of electronic stopping
for InP and GaP with In0.5Ga0.5P. ∆ is the stopping power difference of In0.5Ga0.5P from the average value of InP and GaP,
divided by that average. Relative errors are less than 5 %, when estimated from averages over different lattice periods for
channeling projectiles (see supplemental material for details).

v GaP InP Avg. In0.5Ga0.5P ∆ (%)
0.2 0.0365 0.0326 — 0.0345 0.0277 — 0.0355 0.0302 — 0.0357 0.0309 — 0.71 2.41 —
0.5 0.1121 0.0800 0.1197 0.1053 0.0671 0.1066 0.1087 0.0735 0.1131 0.1089 0.0740 0.1132 0.18 0.69 0.07
0.9 — — 0.2045 — — 0.2156 — — 0.2101 — — 0.1999 — — −4.86
1.5 0.2552 0.1375 0.2537 0.2198 0.1114 0.2254 0.2375 0.1244 0.2395 0.2362 0.1241 0.2377 −0.55 −0.30 −0.78
2.5 0.1721 0.0894 0.1954 0.1463 0.0705 0.1820 0.1588 0.0799 0.1887 0.1587 0.0795 0.1835 −0.03 −0.53 −2.73
3.0 0.1327 0.0700 — 0.1145 0.0556 — 0.1226 0.0628 — 0.1238 0.0625 — 0.16 −0.39 —
4.0 0.0839 0.0462 0.1170 0.0741 0.0377 0.1149 0.0790 0.0420 0.1160 0.0793 0.0419 0.1181 0.38 −0.25 1.81
5.0 0.0574 0.0327 — 0.0518 0.0275 — 0.0545 0.0301 — 0.0548 0.0300 — 0.55 −0.34 —

ing: While each trajectory converges to good accuracy371

after about 200 aB, a given random trajectory may rep-372

resent a good cell average only after much longer lengths.373

We observe this for v=0.9 at. u., where Fig. 2 shows a dif-374

ferent relative ordering for the different materials, com-375

pared to the other velocities. The InP trajectory in this376

case more often samples close proximity to semi-core elec-377

trons and, thus, higher stopping (see supplemental ma-378

terial). Much longer runs would be required to eliminate379

this influence from the final stopping result.380

From previous electronic-structure calculations27,60 it381

is expected that formation of an ordered phase results in382

breaking of translational symmetry and, therefore, split-383

ting and energy shifting of bands and states inside the384

band gap. However, our results indicate, that after av-385

eraging over instantaneous stopping, the local electronic386

structure of In0.5Ga0.5P has a very minor influence on387

electronic stopping. We attribute this to the large pro-388

jectile velocities studied in this work, compared to the389

changes in the electronic structure. The situation is dif-390

ferent for instantaneous stopping, which we discuss next.391

B. Instantaneous electronic stopping392

Our RT-TDDFT results unambiguously show that in-393

stantaneous electronic stopping reveals a dependency on394

the local environment. Since all the III-P compounds395

have slightly different cell parameters, we use the nor-396

malized cell length for InP, GaP, and In0.5Ga0.5P in or-397

der to help visualization and comparison (see Figs. 3, 4,398

and 5). This ensures that the same local environment399

is compared for all the III-P compounds. Figure 3 illus-400

trates that instantaneous electronic stopping of protons401

moving with three different velocities on a [110] chan-402

nel in In0.5Ga0.5P oscillates between InP-like and GaP-403

like behavior. When the proton is near the InP layer404

of In0.5Ga0.5P, it locally follows the curve of InP and,405

similarly, when it is near the GaP layer it follows GaP406

stopping. After averaging instantaneous stopping along407
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FIG. 3. Instantaneous electronic stopping for a proton on a
[110] channel with a velocity of (a) 0.5 at. u., (b) 1.5 at. u.,
and (c) 4.0 at. u. Red dotted, black solid, and blue dashed
lines are InP, GaP, and In0.5Ga0.5P, respectively. Horizontal
dashed lines represent the corresponding average electronic
stopping, computed for the unshaded part of the trajectory
(see text).
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FIG. 4. Instantaneous electronic stopping for a proton on a
[100] channel with a velocity of (a) 0.5 at. u., (b) 1.5 at. u.,
and (c) 4.0 at. u. Red dotted, black solid, and blue dashed
lines are InP, GaP, and In0.5Ga0.5P, respectively. Horizontal
dashed lines represent the corresponding average electronic
stopping, computed for the unshaded part of the trajectory
(see text). Blue arrows indicate local enhancement/reduction.

the trajectory as discussed above, we then find that av-408

erage stopping in In0.5Ga0.5P is very close to the average409

of GaP and InP electronic stopping.410

For protons on a [100] channel, however, we find a411

totally different behavior and even a velocity dependence,412

as illustrated in Fig. 4. As can be seen from this figure,413

for velocities of 0.5 at. u. and 4.0 at. u., the instantaneous414

stopping of In0.5Ga0.5P is locally larger or smaller than415

that of InP and GaP. For these two velocities, the ordered416

phase of In0.5Ga0.5P gives rise to local enhancement and417

reduction of electronic stopping. However, in the case418

of a proton with a velocity of 1.5 at. u. the stopping is419

again within the boundaries defined by InP and GaP,420

similar to what we discussed above for the [110] channel.421

We attribute this velocity dependence to electronic states422

that appear in the ordered In0.5Ga0.5P phase and that423
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FIG. 5. Difference of the average of the electron density along
[001] direction between In0.5Ga0.5P and (a) GaP or (b) InP.
Layers of In and Ga atoms are labeled. In oder to compare
the different III-P compounds, the cell length is normalized,
putting cations and P atoms in the same relative positions.
(a) shows that in In0.5Ga0.5P there is less electron density
near Ga ions than in GaP and (b) shows that there is more
electron density around In atoms in In0.5Ga0.5P, compared to
InP. The difference in electron density near P atoms is small
and, thus, hardly visible.

lead to the observed behavior.424

The ground-state electron density allows to analyze425

this in more detail and we find that its spatial distribu-426

tion in In0.5Ga0.5P contributes to the local enhancement427

and reduction. To illustrate this, Fig. 5 shows the differ-428

ence of the electron-density average along the [001] direc-429

tion between In0.5Ga0.5P and GaP as well as InP as a 2D430

plot. The top panel shows that in In0.5Ga0.5P there is431

less charge around Ga ions than in GaP, and the bottom432

panel shows that there is more charge around In atoms in433

In0.5Ga0.5P, compared to InP. The difference for P atoms434

is negligible. Comparing this to the data in Fig. 4 illus-435

trates that enhanced stopping occurs near In atoms and436

reduced stopping is observed near Ga atoms for a proton437

on a [100] channel, which matches the behavior of the438

electron density near these atoms. Contrary, the pro-439

ton on a [110] channel is further away from these atoms440

and does not sample these electron-density differences.441

Hence, no local enhancement or reduction of electronic442

stopping is observed in Fig. 3. Our observation that not443

all proton velocities lead to enhancement or reduction of444

electronic stopping cannot be understood in this model.445

Instead, we conjecture that this is related to the specific446

electronics states in In0.5Ga0.5P that are responsible also447

for the electron-density differences discussed above.448
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C. Dynamics of a proton on a [100] channel in449

In0.5Ga0.5P450

In the following, we provide deeper insight into the451

intricate dynamics of a proton on a [100] channel in452

In0.5Ga0.5P. In particular, we disentangle the influence453

of electronic excitations on the dynamics by comparing454

Ehrenfest to BOMD. To this end, Fig. 6 shows both the455

forces and the resulting displacement of the proton as it456

travels through the material for three different velocities.457

The force acting on the projectile in different locations458

in the material in BOMD simulations does not depend459

on the projectile velocity, as confirmed by the solid lines460

in Fig. 6. This changes in Ehrenfest dynamics, and in461

the following we discuss the three different components462

of that force (see Fig. 1 for definition of a, b, and c).463

Most notably, the force component parallel to the a464

direction differs strongly between Ehrenfest and BOMD465

simulations. This difference is completely expected and466

corresponds to electronic stopping, as discussed above.467

As such, it is entirely attributed to non-adiabatic excita-468

tions that are captured by Ehrenfest dynamics, but not469

by BOMD simulations, for which the oscillations around470

zero force integrate to zero.471

As shown in Fig. 6, we also find non-zero forces for472

the b and c direction, but only non-zero displacement473

for b direction within BOMD simulations. The initial474

position of the proton at the center of the channel is not475

the equilibrium position in b direction since In0.5Ga0.5P476

breaks the symmetry along the b axis of InP and GaP. As477

the proton moves through the material, it interacts with478

first-nearest-lattice atoms that repeat in the order In, P,479

Ga, and P in the directions b, c, −b, and −c, respectively.480

It experiences repulsion from all of these atoms, but only481

the repulsion from P is oscillatory around zero. In b482

direction, the repulsion from In is larger than that from483

Ga, resulting in the displacement shown in Fig. 6.484

Furthermore, Fig. 6 illustrates that these force compo-485

nents acting on the proton parallel to the b and c direc-486

tions become significantly larger and depend on the pro-487

ton velocity within Ehrenfest dynamics. While the over-488

all shape of the force parallel to b still strongly resembles489

the BOMD force, it becomes slightly more asymmetric,490

leading to larger displacements of the proton along this491

direction (see Fig. 6). More importantly, the force along492

c significantly deviates from the BOMD force, both qual-493

itatively and quantitatively, and even shows a different494

frequency of the oscillatory behavior. Since these oscilla-495

tions are not entirely symmetric around zero force, this496

leads to velocity-dependent displacements of the proton497

along c that are absent in BOMD simulations (see Fig.498

6, in particular for v=1.5 at. u.).499

Limited by the computational cost of Ehrenfest dy-500

namics, we only report a trajectory of about 30 aB. How-501

ever, even for this short trajectory we clearly identify502

an effect of electronic excitations on the trajectory of503

the proton projectile. While BOMD predicts deviations504

from an ideal trajectory along the center of the [100] lat-505
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FIG. 6. Dynamics of a proton on a [100] channel in
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c components of force and displacement, as defined in Fig. 1.
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tice channel in In0.5Ga0.5P, this is amplified and becomes506

velocity-dependent in Ehrenfest dynamics, due to the ex-507

citation of electrons. Velocity-dependent non-adiabatic508

forces caused by electronic excitations were identified be-509

fore using RT-TDDFT.61510

Oscillations of projectiles have been reported before511

for channeling, however, the effect of electronic excita-512

tions is generally neglected.62 In this work, we accurately513

quantify this effect and while we find that the magnitude514

is small, our first-principles results provide the first di-515

rect quantitative evidence of an electronic contribution516

to such oscillations. In particular, we show that these517

excited-electron contributions cause non-zero forces even518

for cases where BOMD finds zero force and, thus, signif-519

icantly affect the dynamics of fast protons as it moves520

through the material. More computational work and,521

ideally, longer Ehrenfest trajectories are necessary to fur-522

ther study this behavior.523

IV. CONCLUSIONS524

We reported on RT-TDDFT first-principles simula-525

tions to investigate electronic stopping of protons in InP,526

GaP, and the CuAu-I ordered phase of In0.5Ga0.5P. We527

compare our results from this parameter-free approach528

to data that we obtained using SRIM and find very good529

agreement for proton kinetic energies below about 25530

keV. The agreement is worse for higher kinetic energies,531

potentially due to core electronic states that were not532

treated as valence electrons in our pseudopotential imple-533

mentation. Nevertheless, we find a pronounced direction-534

dependence of electronic stopping along different chan-535

nels and explain this using the magnitude of the electron536

density the proton projectile interacts with. We also find537

a clear indication of local enhancement and reduction of538

stopping for the [100] channel, and explain this by local539

enhancement and reduction of the ground-state electron540

density. The dependence of this effect on the proton ve-541

locity underscores its non-adiabatic character.542

While these effects will be difficult to observe directly543

in experiment, we conjecture that they significantly con-544

tribute to the dynamics of charged ions in semiconductor545

materials. To investigate this further, we directly study546

the dynamics of a proton moving through In0.5Ga0.5P,547

using Ehrenfest and BOMD. This comparison reveals an548

influence of electronic excitations both on force and dis-549

placement of the proton. Even though the trajectories550

reported here are very short, they nevertheless illustrate551

that excited electronic states can trigger dynamics that552

is absent in a solid in its ground state. We believe that553

these effects contribute to oscillations of charged projec-554

tiles as they move through a material. Excited electronic555

states need to be taken into account in order to under-556

stand radiation damage on an atomistic level, and the557

use of TDDFT in an Ehrenfest MD scheme is a partic-558

ularly appealing approach to do so, striking a desirable559

balance between accuracy and computational cost.560
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V. SUPPLEMENTAL MATERIAL704

A. Estimation of threshold velocity for excitation due to fast charged particle705

As discussed in Ref. 63, the threshold velocity, below which no electronic stopping is allowed, can be estimated by706

Planck’s constant (h), distance between equivalent lattice position (λ), and band gap (∆),707

vth =
λ∆

h
. (2)708

We extend Eq. (2) to estimate the threshold velocity to excite electrons from each shell to the conduction band709

minimum by replacing the band gap with the corresponding energy difference, calculated by subtracting electron710

affinity from ionization energy. The distance between equivalent lattice positions is 1/2 of a lattice period, i.e., 1.55,711

1.43, and 1.50 aB for InP, GaP, and In0.5Ga0.5P, respectively. Since this is only an estimate, 1.50 aB is used for all712

the calculations. The electron affinity for InP, GaP, and In0.5Ga0.5P is 0.16, 0.14, and 0.15 EH, respectively, and 0.15713

EH is used for all the calculations. Ionization energy and threshold velocity (kinetic energy) for each shell are shown714

in Table II. Note that since the estimation is based on atomic spectral data and intra-band excitations within valence715

electrons are not considered, it can only serve as rough estimation and all-electron calculation is ultimately needed to716

study the contribution of semi-core electrons.717

TABLE II. Threshold velocity of each shell based on ionization energy64 for In, Ga, and P atom. The first semi-core levels that
are not included in pseudopotentials are marked in bold.

In Ga P
shell I.E. (eV) vth (at. u.) K.E.th (keV) shell I.E. (eV) vth (at. u.) K.E.th (keV) shell I.E. (eV) vth (at. u.) K.E.th (keV)
5 p 5.78 0.053 0.071 4 p 5.99 0.059 0.088 3 p 10.49 0.20 1.00
5 s 18.87 0.47 5.52 4 s 20.52 0.52 6.76 19.77 0.50 6.25

28.04 0.75 14.1 30.72 0.84 17.6 30.2 0.82 16.8
4 d 55.45 1.61 64.8 3 d 63.241 1.85 85.6 3 s 51.44 1.49 55.5

69.31 2.04 105 86.01 2.57 166 65.03 1.91 92
90 2.69 181 112.7 3.40 289 2 p 220.43 6.77 1146
109 3.29 271 140.8 4.28 458 263.57 8.12 1649
130.1 3.95 391 169.9 5.19 674 309.60 9.56 2285
156 4.76 567 211 6.48 1050 372.31 11.52 3318
178 5.44 740 244 7.51 1410 424.4 13.15 4323
201 6.16 949 280 8.63 1862 479.44 14.87 5528
226 6.95 1208 319 9.85 2426 2 s 560.62 17.41 7578
249 7.67 1471 356 11.01 3031 611.74 19.01 9034

4 p 341 10.54 2778 3 p 471.2 14.62 5344
368 11.39 3244 508.6 15.79 6233
396 12.26 3758 548.3 17.03 7251
425 13.17 4336 599.8 18.64 8686
462 14.33 5134 640 19.90 9900
497 15.42 5944 676.9 21.05 11077

4 s 560 17.39 7560 3 s 765.7 23.83 14196
593.3 18.43 8492 807.3 25.13 15787

B. Calculation of electronic stopping for an off-channeling trajectory718

The energy transfer from proton to the target material depends on the local environment and is trajectory dependent.719

When a proton is closer to nuclei of the target material, it has higher probability to excite electrons since the electron720

density is higher. The proton also has higher chance to excite core electrons for the same reason. Therefore, the721

energy transferred from proton to target materials is larger when proton travels near positions of nuclei. While the722

shortest distance between proton and target ion leads to the sharpest peaks in Fig. 7, we also note that these results723

are affected by the cutoff radius of the pseudopotentials used here. For this reason, we only use the average to extract724

stopping, as explained in detail in Ref. 52.725

Nevertheless, counting the peaks in each trajectory, we clearly find that there are much more and higher peaks for the726

trajectory, on which proton travels in InP, than the other two trajectories. This indicates that for the short trajectory727
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FIG. 7. Convergence of electronic stopping power of GaP (black), In0.5Ga0.5P (blue), and InP (red) for a proton at velocity of
0.9 at. u. with off-channeling trajectory. Top subfigure is the energy gain along the trajectory while bottom sub-figure is the
regression fit of given maximum trajectory length.

we used to calculate the electronic stopping of InP, the proton happens to experience region of higher electron density.728

Therefore, we predict higher electronic stopping than fully converged value for InP. Decreasing height of the peaks729

for InP also suggest that the trajectory start to explore region of lower electron density. Therefore, we expect a730

much longer trajectory can have better sampling of the target materials and thus predict electronic stopping closer731

to converged value.732

C. Error estimate for channeling projectiles733
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TABLE III. Numerical error due to choice of region to average (in lattice periods). Error is calculated using 0.5 – 2.5 as reference,
since in the manuscript we discard the first and last half period (see main text). This data is for GaP.

v [100] 0.5 – 2.5 0.5 – 1.5 1.5 – 2.5 1.0 – 2.0 v [110] 0.5 – 2.5 0.5 – 1.5 1.5 – 2.5 1.0 – 2.0
0.2 3.65E-2 3.66E-2 3.64E-2 3.67E-2 0.2 3.26E-2 3.29E-2 3.23E-2 3.25E-2
0.5 0.112 0.113 0.1114 0.112 0.5 7.99E-2 8.04E-2 7.96E-2 8.02E-2
1.5 0.255 0.268 0.243 0.249 1.5 0.137 0.143 0.132 0.134
2.5 0.171 0.169 0.173 0.172 2.5 8.94E-2 8.97E-2 8.92E-2 8.98E-2
3 0.133 0.130 0.136 0.133 3 7.00E-2 6.95E-2 7.04E-2 7.05E-2
4 8.39E-2 8.22E-2 8.57E-2 8.48E-2 4 4.62E-2 4.50E-2 4.75E-2 4.64-2
5 5.72E-2 5.67E-2 5.77E-2 5.87E-2 5 3.27E-2 3.17E-2 3.37E-2 3.30E-2

error (%) error (%)
0.2 0.233 −0.233 0.473 0.2 0.904 −0.904 −0.239
0.5 0.843 −0.843 −0.141 0.5 0.507 −0.507 0.283
1.5 4.90 −4.90 −2.49 1.5 3.89 −3.89 −2.75
2.5 −1.23 1.24 0.56 2.5 0.31 −0.31 0.46
3 −2.15 2.15 0.441 3 −0.65 0.65 0.71
4 −2.12 2.12 1.03 4 −2.64 2.64 0.39
5 −0.941 0.94 2.57 5 −3.10 3.10 0.86
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