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Polar magneto-optical Kerr effect in antiferromagnetic M2As (M = Cr, Mn, Fe)
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Antiferromagnetic (AFM) metals have attracted tremendous interest for memory applications due to their ex-
pected fast response dynamics in the terahertz frequency regime. Spin dynamics such as AFM resonance and the
magnon relaxation rate have been measured using the linear magneto-optical Kerr effect (MOKE) with coherent
spin precession induced by laser pumping. Polarized electromagnetic radiation is a promising alternative for
probing the response in canted AFM systems. Hence, in this paper, we use first-principles simulations to study
the magneto-optical response of AFM M2As (M = Cr, Mn, and Fe) under external magnetic fields. We devise
a computational scheme to compute the magnetic susceptibility from total-energy changes using constraints on
magnetic-moment tilting. Our predictions of the spectral dependence of polar magneto-optical Kerr rotation
and ellipticity allow us to attribute these effects to breaking of the magnetic symmetry. We show that tilting of
magnetic moments affects the exchange interaction, while the spin-orbit interaction remains unaffected. In this
paper, we provide an understanding of the polar MOKE on a band structure level and underscore the importance
of the magnetic susceptibility when searching for materials with large magneto-optical response.
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I. INTRODUCTION

As society becomes increasingly data driven, the ability to
store and access large amounts of information quickly has
become of utmost importance, keeping up with the grow-
ing global demand for high-performance electronics. Random
access memory [1], used in computing devices, has seen
tremendous growth owing to giant magnetoresistance. Spin
valves have paved the way for the development of magnetic
random access memory based on magnetotunneling resistance
[2]. However, the magnitude of the anisotropy field in ferro-
magnetic (FM) materials limits the response dynamics to the
gigahertz range.

Antiferromagnetic (AFM) materials are currently attract-
ing tremendous interest [3] since they may overcome some
of these limitations: Due to the strong exchange interaction
between sublattice magnetic moments, AFMs are expected
to have fast response dynamics in the terahertz frequency
regime. Additionally, unlike FM materials, AFMs exist in
each magnetic symmetry group, providing a vast space of
magnetic-moment configurations [4]. Hence, there is a large
number of candidate AFMs, and they are ubiquitous in the
form of metals, semi-metals, insulators, and superconductors
[4]. However, in AFM materials, the characterization of the
magnetic structure requires large-scale facilities for neutron
diffraction or synchrotron x-ray measurement. Thus, it is
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important to develop a tabletop setting experiment to detect
the magnetic structure and spin dynamics.

In addition, AFMs show faint high-order magneto-optical
signals and have a robust magnetic structure against exter-
nal fields. In contrast to FM materials, where the magnetic
moments are aligned in a preferential easy-axis direction,
collinear AFMs exhibit alternating magnetic moments, and
noncollinear AFMs exhibit more complex magnetic moment
geometries throughout the lattice, resulting in vanishing net
magnetization. While this is the origin of the robustness of
AFMs to external magnetic fields, which allows them to with-
stand interference from deleterious stray fields, it also renders
them invisible to magnetic probes.

Polarized electromagnetic radiation is a promising alterna-
tive probe of material response [5], suitable for characteriza-
tion of spin dynamics of AFMs through a tabletop laboratory
experiment [6]. The magneto-optical Kerr effect (MOKE) [7]
has been used to probe electronic and magnetic properties
by measuring the polarization rotation of reflected light un-
der various geometries. From a response function point of
view, the linear MOKE for collinear AFMs is related to the
first-order term of an expansion of the dielectric tensor into
increasing orders of net magnetization and the Néel vector
[3,8–11]. Oppeneer et al. [12] showed for FMs that the nonva-
nishing linear MOKE requires the presence of both spin-orbit
coupling (SOC) and exchange splitting in a material. How-
ever, due to the vanishing net magnetization, majority and
minority spin states are degenerate in collinear AFMs; hence,
exchange splitting is absent. To use the linear MOKE to study
collinear AFMs, one of the simplest approaches is to apply an
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external magnetic field to generate a small net magnetization
along the field direction. The linear MOKE can then be dis-
tinguished into polar, longitudinal, and transversal geometry,
depending on whether the net magnetization is oriented per-
pendicular to the sample surface, lies in the sample surface
and in the plane of incidence, or lies in the sample surface and
perpendicular to the plane of incidence, respectively. In this
paper, we focus on the polar MOKE (PMOKE). The PMOKE
is combined with time-resolved measurements to extract the
temperature-dependent spin-wave frequency and its damping
rate for AFM NiO [13]. When the laser pump excites AFM
NiO, coherent spin precession with the tilting and oscillating
PMOKE signals is induced, providing resonance frequency
and relaxation time [13].

We perform first-principles simulations using density func-
tional theory (DFT) to study the ground and moment-tilted
states of AFM M2As (M = Cr, Mn, and Fe). Due to their
high Néel temperatures above room temperature of 393 K
[14], 573 K [15], and 353 K [16], respectively, these materials
have potential for utilization in spintronic devices at room
temperature. Moment tilting is imposed in our first-principles
approach to account for the effect of an external magnetic field
acting on M2As, and we compute the magnetic susceptibility
from the resulting change in total energy. We also perform
first-principles simulations to investigate the PMOKE signal
for light incidence parallel to the c axis. Finally, we discuss
the SOC effect and exchange splitting in the electronic band
structure for the ground and spin-tilted states to unveil the
origin of our reported Kerr rotation and ellipticity spectra. We
note that all units in this paper are in SI unless otherwise noted
explicitly.

II. COMPUTATIONAL APPROACH

We perform fully relativistic, noncollinear first-principles
DFT [17] simulations using the Vienna Ab Initio Simula-
tion Package (VASP) [18–21]. We also compute and compare
magnetic susceptibilities for MnPt [22], tetragonal CuMnAs,
Mn2Au, Cr2Al [23], Mn3Sn, and MnF2. In all calculations,
we account for noncollinear magnetization and consider SOC
[21]. The generalized-gradient approximation as parameter-
ized by Perdew, Burke, and Ernzerhof [24] is used to describe
exchange and correlation. Kohn-Sham states are expanded
into a plane-wave basis with a kinetic energy cutoff of 600 eV.
A 15 × 15 × 5 Monkhorst-Pack (MP) grid [25] was used for
Brillouin zone sampling for all M2As materials. We used a
15 × 15 × 15 MP grid for MnPt [22], a 18 × 18 × 10 MP grid
for tetragonal CuMnAs, a 18 × 18 × 7 MP grid for Mn2Au,
a 21 × 21 × 7 MP grid for Cr2Al [23], a 16 × 16 × 20 �-
centered grid for Mn3Sn, and a 16 × 16 × 24 MP grid for
MnF2. Convergence tests showed that this leads to an accuracy
within 0.01 meV/f.u. for the total energy. To accelerate self-
consistent minimization of the metallic electronic ground state
of these materials, we used Gaussian smearing of 25 meV in
all calculations. In addition, for MnF2, we perform DFT +
U simulations for an accurate electronic structure description
based on the method developed by Dudarev et al. [26] with
an onsite Coulomb parameter U = 4.9 eV and an exchange
parameter J = 1.0 eV, as selected in the preceding work of
López-Moreno et al. [27]. For Mn2Au and CuMnAs, we

FIG. 1. Total energy schematic for the antiferromagnetic (AFM)
ground state E0, the spin-tilted configuration E0 + �ES, and consid-
ering an external magnetic field B as the origin of the tilting. The
spin-tilted state has higher energy with respect to the ground state
because of spin-spin interaction energy (�ES); an external magnetic
field can lower its total energy (�EB). These energies are a function
of sublattice magnetization along the z axis (μz).

also use the DFT + U approach with the method of Du-
darev et al. [26] and effective onsite Coulomb parameters
of U Mn2Au

eff = U − J = 1.4 eV and U CuMnAs
eff = 1.3 eV that

closely reproduce the experimentally reported chemical and
magnetic structure.

The magnetic moments of a material can tilt perpendic-
ularly to the AFM configuration in response to an external
magnetic field (see Fig. 1). To implement the magnetic mo-
ment tilting, the magnitude of each magnetic moment was
fully relaxed, but its direction was strongly constrained. This
is achieved in VASP by introducing an energy penalty term so
that the total energy becomes

E = E0 +
∑

I

λ
[
MI − M0

I

(
M0

I · MI
)]2

. (1)

The sum runs over all sites I , M0
I is the direction of the

constraint at each atomic site, and MI is the integrated mag-
netic moment at site I [28]. We used λ = 50 for the penalty
parameter in this paper and verified that this choice maintains
the imposed moment tilting. The energy penalty term, in this
case, amounts to ∼0.3 µeV for tilting of 10◦. This tilting also
changes the magnetic order and breaks the magnetic sym-
metry of the material, leading to a net magnetization along
the field direction. For each of these tilted states, we com-
pute lattice parameters and atomic geometries by minimizing
Hellman-Feynman forces.

Tilting of AFM coupled moments against their antiparallel
configuration, i.e., along the field orientation but perpendic-
ular to the easy plane or easy axis, is accompanied by an
exchange energy penalty and energy decrease due to Zeeman
energy. While most materials studied in this paper have only
one magnetic site, the magnetic moments of the two different
magnetic sites in M2As can tilt with different angles. Thus, we
study states with both angles θI and θII simultaneously tilting
from 0◦ to 10◦ in 1◦ increments and, in addition, varying θI at
the M(I ) site, while keeping θII = 10◦ at the M(II ) site.

From our DFT simulations, we obtain total energies of
the AFM ground states E0 as well as total energies of the
different moment-tilted configurations E0 + �ES(θI, θII ) (see
Fig. 1) to construct the corresponding total energy surface for
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both angles. We then fit a model for E0 + �ES(θI, θII ) to the
DFT data, based on the spin-spin interaction described via an
exchange term due to the induced sublattice magnetization,
ignoring classical dipole-dipole contributions. It originates
from the exchange interaction terms (Ji jSiS j ), where Si is the
magnetic moment vector at site i, and thus, it is proportional
to the square of magnetic moments, resulting in a paraboloid
energy surface in terms of θI and θII. We then account for
the energy �EB(θI, θII ) of a magnetic moment due to the net
magnetization in an external magnetic field. This allows us to
express the total energy as

Etot = E0 + �ES(θI, θII ) + �EB(θI, θII ). (2)

To compute the magnetic susceptibility, we investigate the
total energy with varying angles from DFT calculations to find
the energy surface by the paraboloidal fitting. The relationship
between Etot and the net magnetization μz along the field
direction is crucial to evaluate the ground state energy under
each external magnetic field. The net magnetization μz can be
defined by the z component of the total magnetization created
by the tilting with θI and θII, i.e., μz(θI, θII ). Within the linear
response regime, we assume the relative ratio between two
angles is fixed as d = θII/θI. In the Supplemental Material
[29], we derive a relationship between the z component of the
sublattice magnetization μz and the external magnetic field:

Bz = 2ξminμz, (3)

where ξmin represents the curvature of the energy curve as
a function of net magnetization minimizing the total energy
change (�ES) from the ground state energy (E0) under the
magnetic field. It can be computed by the derivative of the
curvature in terms of the angle ratio d (see Eq. (S9) and
details in the Supplemental Material [29]). Combining with
the definition of the magnetic susceptibility,

B = μ0(M + H ) = μ0(1 + χv )H, (4)

we find

χv = μ0

2ξmin − μ0
, (5)

where μ0 is the vacuum permeability.
After we find the tilted magnetic structure for each mag-

netic field, we subsequently compute the frequency-dependent
complex dielectric tensor [20]. We use the Kohn-Sham eigen-
values and single-particle states to study the electronic band
structure and to compute the complex, frequency-dependent
dielectric tensors of M2As, including the anomalous Hall
conductivity (AHC) contribution [30], using the VASP code
[20]. We note that Drude-like intraband contributions in the
low-energy range of the frequency-dependent dielectric ten-
sors are not included in our simulations. This is because, in
magneto-optical spectra from experiments on CuMnAs [31]
and Fe [30], these contributions are reported to be confined
to the energy range <1.0 eV, which is less than the visible
light spectral range that is the focus of this paper. From the
diagonal and off-diagonal components of the dielectric tensor,
we compute complex PMOKE signals using [30]

�K (ω) = θK (ω) + iγK (ω) = −εxy

(εxx − 1)
√

εxx
. (6)

Within the Ehrenreich-Cohen approach [32], the complex,
frequency-dependent dielectric function follows from a sum
over valence-conduction electronic transitions, where each
transition is weighted by the corresponding dipole matrix
element. This allows us to decompose our computed optical
spectra by projecting valence or conduction electronic states
on atomic orbitals. To this end, we use the following expres-
sion for the imaginary part of the dielectric function that is
implemented in the VASP code and add the projection onto
atomic orbitals, as described in Ref. [33], leading to

εα,β (ω) = 4πe2 h̄2

m2

∑
uwk

(∑
N,l,m

PN
lmnk

)

×
[(

pα
wuk

)∗
pβ

wuk fuk (1 − fwk )

h̄ω − (εwk − εuk )

−
(
pα

uwk

)∗
pβ

uwk fuk (1 − fwk )

h̄ω + (εwk − εuk )

]
, (7)

where εwk and εuk are the Kohn-Sham eigenvalues of band
index w and u at k-point k with occupation numbers fwk and
fuk , and pα

wuk is the Cartesian α direction of the dipole matrix
element for this transition. Here, PN

lmnk is the projection of a
Kohn-Sham state φnk on an orbital of atom N with orbital
angular momentum l , magnetic quantum number m, and a
band index n that can be either u or w. The real part follows
from the Kramers-Kronig transformation.

In addition, we found that the AHC contribution to the
dielectric function can also be decomposed into different pro-
jected orbitals:

εAHC
α,β (ω) = h̄e2

2π2m2ω

∑
vwk

(∑
N,l,m

PN
lmnk

)

× ( fuk − fwk )

(
pα

wuk

)∗
pβ

wuk

(εwk − εuk )2
. (8)

The total decomposed dielectric function is the sum of
the decomposed interband transition and decomposed AHC
contribution. We then analyze our PMOKE results by de-
composing only the off-diagonal component of the dielectric
tensor, regarding their contribution from different orbitals and
atoms:

θK (ω) + iγK (ω) = −εs
xy

(εxx − 1)
√

εxx
+ −ε

p
xy

(εxx − 1)
√

εxx

+ −εd
xy

(εxx − 1)
√

εxx
, (9)

where εs
xy, ε

p
xy, and εd

xy are the decomposed off-diagonal com-
ponents for s, p, or d orbitals, respectively. In the denominator,
we used the nondecomposed diagonal component to maintain
additivity.

III. RESULTS AND DISCUSSION

A. Atomic geometries

The atomic and magnetic structures of Cr2As, Mn2As,
and Fe2As in the magnetic ground state are shown in Fig. 2.
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FIG. 2. Chemical and magnetic structure of Cr2As, Mn2As, and
Fe2As shown for the magnetic primitive unit cells. Chromium atoms
are blue, manganese are purple, iron are gold, and arsenic are green.
Magnetic cations of type I and II, M(I) and M(II), are chemically and
magnetically nonequivalent and are indicated by the light and dark
color of red arrows, respectively.

Lattice parameters and magnetic moments, computed from
fully relaxed atomic geometries using DFT, are listed in Ta-
ble I. The easy axis is defined as the Néel vector along the
direction where the total energy becomes the lowest. The
space group of the chemical structure is P4/nmm for all three
materials. While the magnetic ordering differs for the three
M2As compounds, all magnetic space and point groups are
the same, Panma and mmm1′, respectively. Tilting the mag-
netic moments changes the magnetic structure and breaks this
symmetry: The magnetic space and point groups then become
Pnm′a and m′m′m. We identified all chemical and magnetic
symmetries using FINDSYM in the ISOTROPY Software Suite
[34,35], and from comparing all symmetry operations, we find
that tilting of the magnetic moments breaks time reversal sym-
metry (T : +1 → −1), thus enabling these M2As materials to
exhibit PMOKE signals.

TABLE I. Lattice parameters (in Å) and (untilted) magnetic
moments (in µB) for Cr2As, Mn2As, and Fe2As, compared with
experimental values. Relative deviation from experimental values is
given as �exp. All experimental values are measured at room tem-
perature, while the magnetic moments of Fe2As in parentheses are
extrapolated to 0 K, based on temperature-dependent measurements.
Tilting of magnetic moments by 10◦ influences the lattice parameters
by <0.1%.

Cr2As a b c μCr(I) μCr(II)

This paper 3.56 3.59 12.63 1.11 1.98
Exp. [14] 3.60 3.60 12.68 0.4 1.34
�exp (%) −0.8 0.1 −0.5 178 47.8

Mn2As a b c μMn(I) μMn(II)

This paper 3.68 3.68 12.27 1.87 3.24
Exp. [15] 3.78 3.78 12.56 3.70 3.50
�exp (%) −2.7 −2.7 −2.3 −49.5 −7.4

Fe2As a b c μFe(I) μFe(II)

This paper 3.624 3.624 11.72 1.23 2.25
Exp. [16] 3.627 3.627 11.96 0.95 (1.28) 1.52 (2.05)
�exp (%) −0.1 −0.1 −2.0 29.5 (−3.9) 95.3 (9.8)

Comparison with literature data shows that our results for
lattice parameters agree to within 3% or better with exper-
iment [14–16]. The large discrepancy for the amplitude of
the magnetic moments of Cr2As and Fe2As (see Table I) can
be explained by the experiments at room temperature, i.e.,
close to the corresponding Néel temperatures. Katsuraki and
Achiwa [16] extrapolate the magnetic moment to 0 K based on
the magnetic intensity from neutron scattering, which shows
agreement within 10% of our simulations. For Mn2As, the
measured magnetic moment is larger than our calculated re-
sults. Similar calculations for Mn2As are reported by Zhang
et al. [36] and point out that this deviation originates from the
lack of onsite Coulomb interaction of localized electrons.

B. Magnetic susceptibilities

The magnetic susceptibility is important to understand the
response of the magnetic structure of AFM materials to exter-
nal magnetic fields. It determines the orientation change of the
magnetic moments in the material for a given applied external
magnetic field, as discussed in Sec. II. In this paper, we fo-
cus on the case with an external field along a perpendicular
direction to the Néel vector because magnetic susceptibil-
ity along that direction is large, and thus, it is expected
to have the largest PMOKE signals. Magnetic susceptibility
measurements were performed by Yuzuri [37] on polycrys-
talline Cr2.1As and Yuzuri and Yamada [38] on polycrystalline
Mn2.3As. The measured magnetic susceptibility of polycrys-
talline materials corresponds to a directional average. The
polycrystalline measurements report that the unitless mag-
netic susceptibility of Cr2.1As [37] is 6.44 × 10−4 at 273 K
and of Mn2.3As [38] is 1.23 × 10−3 at 465 K. Ishizawa and
Hirahara [39] studied the magnetic susceptibility of a Mn2As
single crystal, resulting in χ⊥c = 1.08 × 10−3 at 364 K and
χ‖c = 9.42 × 10−3 at 389 K along two different directions in
terms of the c axis. For Fe2As, the susceptibility was mea-
sured along the two different directions a (χa) and c (χc), see
Fig. 2, of a single-crystalline sample, corresponding to the
[100] and [001] directions [40]. The magnetic susceptibility
of Fe2As along the a and c axes is 6.96 × 10−3 at 263 K and
8.83 × 10−3 at 300 K, respectively [40]. The experimentally
observed temperature-dependent magnetic susceptibility data
of single crystalline Mn2As [39] and Fe2As [40] show a large
increase with cooling. This does not follow the temperature-
dependent behavior of the magnetic susceptibility expected
for typical AFMs, which shows only a small variation of χ⊥
below the Néel temperature [41,42]. The physical origin of
this unexpected behavior has not been clearly uncovered, and
we attribute this unexpected behavior to the off-stoichiometry
of the sample, paramagnetic impurities, or site disorder.

In Fig. 3, we illustrate the change in total energy �Es from
the ground state energy E0 when tilting the moment shown
as two tilting angles. From the paraboloid surface fits in this
figure, we determine the curvature ξmin in Eq. (S9) in the
Supplemental Material [29] and calculate the corresponding
magnetic susceptibilities using Eq. (5). From this calculation,
we can define the angle ratio (d = θII/θI, Eq. (S3) in the Sup-
plemental Material [29]), explaining the magnetic structural
details. Here, d values for Cr2As, Mn2As, and Fe2As are 10.8,
0.26, and 1.01, respectively. Although the three materials
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FIG. 3. Each cyan circle marker represents the total energy Etot

without the field term �EB(θI, θII ) with respect to two angle changes
at M(I) and M(II) sites for moment-tilted states of Cr2As, Mn2As,
and Fe2As. Colored surfaces show the fitted paraboloid in the form
of Eq. (S2) in the Supplemental Material [29]. Insets present the
total energy changes as a function of tilting angles with θI = θII to
compare the M2As energy scales.

have similar AFM structures, their tilting behaviors are totally
different. When we increase the external magnetic field, the
moment tilting at the M(I) site is obviously smaller than that
at the M(II) site in Cr2As, while Mn2As displays exactly the
opposite behavior. Furthermore, the d value of Fe2As is ∼1,
meaning that the tilting angles at two magnetic sites are almost
the same. Based on those tilted structures, our DFT results
show that the perpendicular magnetic susceptibilities along
the c axis of Cr2As, Mn2As, and Fe2As are 3.08 × 10−4,
5.34 × 10−4, and 4.09 × 10−3, respectively. The direct com-
parison between computational and experimental results is
complicated by the unexpected temperature dependence of

the measured susceptibilities for Mn2As [39], Fe2As [40], and
Mn3Sn [43]. To mitigate this unknown temperature-dependent
effect, we compare the minimum value of the measure sus-
ceptibility between 0 K and the Néel temperature to the value
of the magnetic susceptibility we calculate by DFT because
the perpendicular magnetic susceptibility of ordinary AFMs
at 0 K is close to the value of this minimum [41,42].

We also note that the energy change for a given z-axis
magnetization is much smaller for Fe2As than the other two
materials based on the magnetic susceptibility results. The
difference in magnitude of the magnetic susceptibilities of
M2As can be explained by their magnetic structures (see
Fig. 2). Fe2As has a unique magnetic structure in that each
chemical unit cell is FM ordered, and the cells are layered
with alternating antiparallel moment directions. Among the
magnetic interactions in this structure, the FM exchange cou-
pling does not largely contribute to magnetic susceptibility.
This is because the magnetic configuration remains parallel
with tilting, and the anisotropy energy contributions are small.
Instead, the AFM coupling between layers is the main source
of the exchange interaction energy change contributing to
magnetic susceptibility since it is tilted against the antiparallel
ground state orientation. Also, the calculated d values indicate
that Fe2As has almost parallel moments with FM interactions,
while Mn2As and Cr2As show large moment tilting angle
differences between two magnetic sites. With that fact, the
effective exchange parameters, e.g., computed by Zhang et al.
[36], show the total amount of AFM coupling in Fe2As is
smaller than that in Cr2As and Mn2As, causing its susceptibil-
ity to be larger than that of Cr2As and Mn2As. This also means
that Fe2As generates larger net magnetization along the field
direction under a given external magnetic field, and we revisit
this point later in our discussion of the PMOKE for different
field strengths.

We want to estimate the applicability of the proposed mag-
netic susceptibility calculation method; thus, the magnetic
susceptibilities of five metallic AFMs (MnPt [22], tetragonal
CuMnAs, Mn2Au, Cr2Al [23], and Mn3Sn) and one insulating
AFM (MnF2) in addition to M2As are investigated. They can
be grouped into various types of AFMs. MnPt is a uniaxial
metallic AFM; tetragonal CuMnAs, Mn2Au, and Cr2Al are
in-plane metallic AFMs with one magnetic site; Mn3Sn is a
noncollinear metallic AFM; and MnF2 is a uniaxial insulating
AFM. Since these materials have only one magnetic symmet-
ric site, we used the method with a single tilting angle change.
Calculated magnetic susceptibilities of MnPt [22], tetrago-
nal CuMnAs, Mn2Au, Cr2Al [23], Mn3Sn, and MnF2 are
5.25 × 10−4, 5.02 × 10−4, 3.98 × 10−4, 6.88 × 10−5, 1.30 ×
10−3, and 8.63 × 10−3, respectively. Figure 4 presents the
comparison between measured and calculated magnetic su-
ceptibilities. We report good agreement within 40% between
our computational results and experimental data for AFM
MnPt, tetragonal CuMnAs, Mn2Au, Cr2Al, and MnF2. For
MnF2 [47] and Cr2Al [23] as representatives of this set of ma-
terials, the experimentally reported temperature dependence
of the parallel susceptibility for single crystals approaches
zero at 0 K. Only polycrystalline samples were investigated
for the other materials in this group [37,44–46]. Conversely,
for collinear AFM Cr2As, Mn2As, Fe2As and noncollinear
AFM Mn3Sn, we report larger differences of over 50%.
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FIG. 4. The unitless magnetic susceptibilities comparison of
metallic antiferromagnetic materials between the calculated and
measured results. Measured values plotted in the figure originate
from the reference of Cr2As [37], Mn2As [39], Fe2As [40], MnPt
[44], tetragonal CuMnAs [45], Mn2Au [46], Cr2Al [23], Mn3Sn [43],
and MnF2 [47].

As mentioned in the previous paragraph, the perpendicu-
lar magnetic susceptibilities of Mn2As [39] and Fe2As [40]
increase with cooling, caused by unknown thermal contribu-
tions. This behavior is also found in noncollinear AFM Mn3Sn
[43], which is expected to show temperature-independent
magnetic susceptibility according to predictions using a
Heisenberg model [48]. While the origin of this behavior
remains unexplained and requires follow-up experiments and
further modeling, we surmise that this complicates the com-
parison of the experimental susceptibility data to our 0 K
computational results obtained for ideal crystals.

C. Band structure analysis

To understand how a PMOKE signal arises in AFM materi-
als under an external magnetic field, we first explore the effect
of such a field on the electronic band structure. We implement
the tilted moment state calculation for a tilting angle varying
from 0◦ to 10◦ at the M(II) site with the angle ratio d for
ξmin to describe the magnetic structure under the external
magnetic field. For FM materials, Oppeneer et al. [12] discuss
that essential parameters of the PMOKE are SOC, exchange
splitting, and (strain-dependent) lattice spacing. The lattice
relaxation due to moment tilting is <0.1% and, therefore,
negligible. Hence, we focus on SOC and exchange splitting
of electronic band structures, as illustrated in Fig. S1 in the
Supplemental Material [29].

We define a measure �ĒSOC for the spin-orbit splitting:

�ĒSOC =
∑
k,i

|εSOC(k, i) − εnoSOC(k, i)|
NkNB

, (10)

where k indexes all Nk points in the Brillouin zone, and i is
the band index running over all NB bands. The dependence on
NB is weak, as shown in Fig. S2 in the Supplemental Material

FIG. 5. Energy splittings �ĒES, Eq. (11), and �ĒSOC, Eq. (10),
vs magnetization for different tiltings of magnetic moments. Ex-
change splitting increases with magnetization, while spin-orbit
coupling remains almost constant. Thus, we attribute the polar
magneto-optical Kerr effect (PMOKE) signal change in antiferro-
magnetic M2As under external magnetic fields to exchange splitting.

[29]. Kohn-Sham energies εSOC(k, i) and εnoSOC(k, i) result
from noncollinear DFT simulations with and without inclu-
sion of the SOC effect, respectively [21], corresponding to the
difference of band structures in Fig. S1(a) in the Supplemental
Material [29]. Similarly, we quantify the effect of exchange
splitting using

�ĒES =
∑
k,i

|εθII (k, i) − ε0◦
(k, i)|

NkNB
, (11)

where εθII (k, i) and ε0◦
(k, i) are Kohn-Sham energies of the

ith band at k for tilting of θII and 0◦, respectively. While
all bands of AFM materials are degenerate in the ground
state, moment tilting leads to a net magnetization in the field
direction and induces an exchange splitting (see the difference
between band structures in Fig. S1(b) in the Supplemental
Material [29]).

The resulting energy splittings �ĒES and �ĒSOC are
shown as a function of the magnetic moment tilting with the
θII angle between 0◦ and 10◦ and corresponding θI angles in
Fig. 5. This illustrates that increased tilting leads to increased
net magnetization, while SOC is almost unaffected. At the
same time, exchange splitting gradually increases for all three
AFM M2As materials. Thus, we conclude that the origin of
the PMOKE signal change under external magnetic fields is
purely due to the change of exchange splitting with tilting.
We also note that the electronic band structure exhibits small
spin-orbit-induced splitting even in the (untilted) AFM ground
state. Hence, the vanishing PMOKE signal in the ground
state is also explained exclusively by the absence of exchange
splitting in this case. This interpretation is consistent with
symmetry analysis which showed that the nonzero PMOKE
occurs when the magnetic symmetry is broken by a nonzero
net magnetization.

D. PMOKE

Tilting of magnetic moments affects the dielectric tensor,
which directly determines the linear magneto-optical Kerr
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FIG. 6. Polar magneto-optical Kerr effect (PMOKE) rotation θK

and ellipticity γK for antiferromagnetic Cr2As, Mn2As, and Fe2As
under external magnetic fields corresponding to the moment-tilting
angle at the M(II) site θII from 0◦ to 10◦ in 1◦ increments with the
corresponding θI via the angle ratio d . The magnetic field values
are computed using the magnetic susceptibility from our density
functional theory (DFT) results.

tensor [10]. The mmm1′ point group does not allow for the
linear MOKE by symmetry, while the dielectric tensor of
the m′m′m point group has off-diagonal elements that cause
the linear MOKE via Eq. (6). We use Eq. (6) to compute
PMOKE rotation θK and ellipticity γK from the complex
frequency-dependent dielectric tensor of AFM M2As under
different magnetic moment tilting angles. Since most experi-
mental MOKE studies are done in the visible spectral range,
we use our data to report the wavelength that maximizes the
MOKE signal in this range. The highest peaks of the Kerr
rotation spectra plotted in Fig. 6 occur at 1.24 eV (Cr2As),
0.18 eV (Mn2As), and 3.10 eV (Fe2As). In the case of Cr2As
and Mn2As, these peaks are outside the visible spectral range

FIG. 7. Polar magneto-optical Kerr effect (PMOKE) rotation θK

and ellipticity γK , decomposed in terms of the orbital angular mo-
mentum of the initial state, for antiferromagnetic Cr2As, Mn2As, and
Fe2As under an external magnetic field, corresponding to moment-
tilting angles at the M(II) site (θII) of 10◦.

between 1.66 and 3.30 eV, and the highest peaks within the
visible spectrum occur at 1.66 and 3.00 eV. For Kerr elliptic-
ity, the maxima occur at 6.80 eV (Cr2As), 4.00 eV (Mn2As),
and 5.73 eV (Fe2As), and the highest values in the visible
spectral range are at 2.68, 3.30, and 3.30 eV, respectively.
Using our computed magnetic susceptibility, magnetic mo-
ment tilting can be connected to the strength of the external
magnetic field. Figure 6 illustrates a gradual increase of the
PMOKE response as the external magnetic field increases.
Peak positions and overall spectral shapes are almost unaf-
fected by the field magnitude.

Furthermore, to understand characteristic peaks in M2As
PMOKE spectra, we decompose the electronic states with
respect to atomic orbital contribution projections of each band
state and check each orbital contribution. In Fig. 7, we present
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the disentangled PMOKE spectra with respect to transitions
from s, p, or d valence orbitals into all conduction band
states. From these data, we show that transitions originating
from metal d orbitals dominate the Kerr rotation energy range
below ∼5 eV for all three M2As materials. At higher energies,
these d contributions decrease and become comparable with
contributions from p orbitals. These p states contribute most
strongly for Cr2As, where they are responsible for the Kerr
rotation peaks at 5.17 and 6.15 eV. This feature does not occur
for the other two compounds, explaining the difference in their
MOKE spectra. The positive Kerr rotation signal contribution
of p states and the small negative d state contribution happen
as the sign changes at the high energy range in Mn2As and
Fe2As. In Cr2As, the negative signal contribution of the d
state is still large, not causing the sign change of the Kerr
rotation signal. All s electron contributions are weak for all
three materials. Decomposing the d states into the different m
contributions does not point to any dominating states.

Due to the small magnetic susceptibilities of Cr2As,
Mn2As, and Fe2As, moment tilting of only θII = 1◦ and cor-
responding θI is still consistent with large external magnetic
fields. At the same time, implementing small tilting angles
using the constraint in Eq. (1) poses numerical challenges.
Hence, we use the fact that the MOKE spectra depend linearly
on the magnetic field for tilting (see Fig. 6) and linearly
interpolate the response into the range of magnetic fields
of practical importance. To this end, we compute the gra-
dients dθK/dB and dγK/dB for each photon energy, using
the PMOKE spectra for tilted moments with the angle θII

between 0◦ and 10◦ and corresponding θI, and the constraint of
the vanishing PMOKE for θI = θII = 0◦ tilting. We then use
these gradients to compute the PMOKE spectra for all three
materials under an external magnetic field of 1 T, see Fig. 8.
From this, we find that, while the PMOKE spectra exhibit
a significant dependence on the photon energy, their overall
magnitude is strongly influenced by the size of magnetic sus-
ceptibility (Cr2As < Mn2As < Fe2As). The larger magnitude
of the gradient observed for Fe2As (see Fig. 8), compared with
Cr2As and Mn2As, is due to the larger magnetic susceptibil-
ity of Fe2As. Unlike FMs, AFMs suffer the moments tilting
against exchange interaction under an external magnetic field.
It causes small magnetic susceptibility and PMOKE signal
changes over a wide range of applied external field strengths.
Therefore, in addition to SOC and exchange splitting effect,
magnetic susceptibility becomes another essential parameter
to understand the PMOKE from AFM materials under exter-
nal magnetic fields.

IV. CONCLUSIONS

Using first-principles electronic-structure simulations
based on DFT, we predicted the PMOKE spectra for AFM
M2As (M = Cr, Mn, and Fe). Breaking of the magnetic
symmetry is necessary for this effect to appear, and we
simulate this via external magnetic fields that we implement
using a constraint that tilts the magnetic moments. We devise
a computational scheme to calculate magnetic susceptibility
from the total energy change upon tilting and find reasonable
agreement with experimental results in AFM materials,
while M2As materials and noncollinear AFM Mn3Sn show

FIG. 8. Polar magneto-optical Kerr effect (PMOKE) signal gra-
dient spectra dθK/dB (red solid lines) and dγK/dB (blue solid lines)
of antiferromagnetic M2As which correspond to the PMOKE signal
spectra under an external magnetic field of 1 T.

somewhat deviating susceptibility values due to the unknown
contributions that might originate from stoichiometry offset,
site disorder, or paramagnetic defects.

Subsequently, we compute the frequency-dependent
MOKE from the off-diagonal components of the dielectric
tensor and study the dependence on the external field strength.
Our simulation results show that the strength of Kerr rotation
and ellipticity scales linearly. Using our band-structure results,
we trace this back to exchange splitting and show that the de-
pendence of the SOC effect on the external field is negligible.
From our results, we conclude that SOC, exchange splitting,
and magnetic susceptibility are three key parameters that
jointly determine the MOKE in AFM materials under external
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magnetic fields. Finally, we decompose the PMOKE spectra
of M2As into orbital contributions, showing that transitions
from valence d orbitals are responsible for the PMOKE at
energies <5 eV and from valenced orbitals cause the PMOKE
>5 eV.
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