Nonequilibrium BN-ZnO: Optical properties and excitonic effects from first principles
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The nonequilibrium boron nitride (BN) phase of zinc oxide (ZnO) has been reported for thin films and nanostructures, however, its properties are not well understood due to a persistent controversy that prevents reconciling experimental and first-principles results for its atomic coordinates. We use first-principles theoretical spectroscopy to accurately compute electronic and optical properties, including single-quasiparticle and excitonic effects: Band structures and densities of states are computed using density functional theory, hybrid functionals, and the \( GW \) approximation. Accurate optical absorption spectra and exciton binding energies are computed by solving the Bethe-Salpeter equation for the optical polarization function. Using this data we show that the band-gap difference between BN-ZnO and wurtzite (WZ) ZnO agrees very well with experiment when the theoretical lattice geometry is used, but significantly disagrees for the experimental atomic coordinates. We also show that the optical anisotropy of BN-ZnO differs significantly from that of WZ-ZnO, allowing us to optically distinguish both polymorphs. By using the transfer-matrix method to solve Maxwell’s equations for thin films composed of both polymorphs, we illustrate that this opens up a promising route for tuning optical properties.
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I. INTRODUCTION

Zinc oxide (ZnO) is a semiconductor that keeps attracting strong interest both from a fundamental and applied point of view: it is an earth-abundant, nontoxic material with a large band gap, rendering it transparent to visible light. ZnO can be heavily n-doped to achieve high free-carrier concentrations, leading to conductivities that are suitable for semiconductor devices [1]. It has been widely used as an n-type conductor in heterostructures, e.g., in light-emitting and photo diodes [2] and, potentially, as a transparent transistor [3]. More recently, nanostructures of ZnO, n-doped with Al, are becoming increasingly important for devices since they can be used in high-performance transparent electrodes, e.g., for solar cells [4].

However, despite intensive research on this material, important properties, in particular of its nanostructures, remain poorly understood. Most prominent amongst those is the phase stability under nonequilibrium preparation conditions: In equilibrium under ambient conditions, bulk ZnO crystallizes in the wurtzite (WZ) structure [5]. High-pressure zinc-blende or rock-salt phases were predicted by theory [6] and observed in experiment [7–9]. One of these nonequilibrium phases, the boron-nitride (BN) structure (\( P_6_3/mmc \); space group no. 194), stands out: Similarly to WZ it is based on a hexagonal lattice, but the basis atoms along the \( c \) direction are arranged to form stoichiometric planes (see Fig. 1).

While in bulk ZnO the BN polymorph is only stable for large compressive or tensile deformation, this changes under nonequilibrium conditions used during synthesis of low-dimensional geometries such as nanorods or thin films: BN-ZnO was reported to appear in nanostructured ZnO by both experiment [10–12] and theory [11,13,14]. In particular, ultrathin films composed of 2–5 monolayers, e.g., on metal substrates such as Ag or Pd, grow as BN-ZnO [10,15,16]. It is also predicted that the BN structure appears in ZnO nanowires with lateral dimensions of around 4 nm [14] under tensile strain along the wire direction and that the BN polymorph can be stabilized in thicker films (up to 48 monolayers) if grown with lattice mismatch to provide tensile strain [12].

Furthermore, it is reported that the BN phase affects the mechanism of ZnO thin-film growth: The polar (0001) surface energy is higher than that of the nonpolar (1010) and (1120) surfaces for WZ-ZnO, rendering growth of this surface energetically unfavorable. However, in thin films up to nine monolayers, the (0001) BN-ZnO surface is energetically more stable than these three WZ surfaces and it is relatively easy to achieve a transition from BN-ZnO to WZ-ZnO as thicker films grow. Hence, even though the first few layers of ZnO grown on a substrate may appear in the BN phase, the WZ phase will still dominate the morphology of thicker samples. These will then show the (0001) geometry, even though that surface energy is higher than those of (1010) and (1120) surfaces of WZ-ZnO [11]. In addition, in thin films the BN structure is a possible route to circumvent strong dipoles that were reported for (0001) surfaces of WZ-ZnO [11,13,16]. Since strong dipoles make the surface electronically unstable [17,18],
innovative techniques can now directly provide experiment with guidance.

In particular, BN-ZnO shows a larger band gap and, due to the underlying lattice constants, leads to a consistent picture of electronic many-body perturbation theory. We show that the theoretical parameters are used. Electronic and optical properties of BN-ZnO have never been explained in detail. Fortunately, highly accurate theoretical-spectroscopy techniques can now directly provide experiment with guidance needed to reliably distinguish different phases optically, even in nanostructures. Here we combine first-principles simulations with Maxwell modeling to derive an optical signature and employ a 12×12×8 Γ-centered Monkhorst-Pack (MP) k-point grid to sample the Brillouin zone for both the BN and WZ structure. Relaxation of atomic coordinates according to Hellman–Feynman forces provides us with the equilibrium lattice structure for both polymorphs.

The electronic structure cannot be described using KS eigenvalues from DFT-GGA, since these significantly underestimate the band gap of semiconductors. In order to compute accurate band gaps we rely on many-body perturbation theory and the quasiparticle approximation. This technique achieves a reliable description of single-particle excitations by taking the effect of adding or removing an electron from the system into account. Here we specifically compute quasiparticle energies within Hedin’s GW approximation that provides excited-state properties, such as band structures and densities of states, that are directly comparable to experiment. In the GW framework, the following Dyson equation is solved,

$$G = G_0 + G_0 \Sigma G, \quad (1)$$

where $G_0$ is the Green’s function of the noninteracting system and $G$ is the full Green’s function. $\Sigma$ is the self-energy term that contains all many-body XC effects. In GW approximation, this term is approximated to be $\Sigma = iGW$, where $W$ is the screened Coulomb interaction of electrons.

Usually, the quasiparticle Dyson equation is not solved fully self-consistently. Due to the high computational cost, in practice a perturbation-theory approach is used and corrections with respect to the starting electronic structure are computed. Hence, if only one or few steps of perturbation theory are used...
and the starting point is too far from the final result, a remaining dependence of the electronic structure on the starting point is observed. In our work, this effect is considered by comparing quasiparticle energies from one-step perturbation theory \((G_0 W_0)\), using \(G\) and \(W\) computed from KS wave functions, to quasiparticle energies computed after updating both \(G\) and \(W\) up to nine times (scGW). The difference of the band gap between the last two iterations is then smaller than 0.01 eV.

In order to mitigate the starting-point dependence at lower computational cost, we also compare to using a hybrid XC functional to compute the input electronic structure for \(G_0 W_0\) calculations. In the hybrid functional approach, a certain fraction of Hartree-Fock exact exchange is combined with the GGA XC functional. We specifically use the HSE06 functional by Heyd, Scuseria, and Ernzerhof [35,36] which often gives a much improved description of the electronic structure. The large computational cost of HSE06 and \(GW\) calculations requires us to use a smaller \(8 \times 8 \times 6\) MP \(k\)-point grid.

Finally, we compute optical absorption spectra of WZ- and BN-ZnO and take excitonic effects into account. An exciton is a quasiparticle used to describe Coulomb-bound electron-hole pairs in optically excited states [37]. Excitonic effects reduce the minimum excitation energy of valence-conduction band excitations compared to noninteracting electron-hole pairs. The energy difference between optical gap and single-quasiparticle gap is the exciton binding energy, which is reported to be about 65 meV for WZ-ZnO [38].

In order to take excitonic effects into account, we solve the Bethe-Salpeter equation (BSE) [39] for the optical polarization function. In practice, the BSE is transformed to an eigenvalue problem [40] for the exciton Hamiltonian,

\[
H_{\text{exc},k,k'} = (\epsilon_{\text{ck}} - \epsilon_{\text{ck}})\delta_{\text{cc}}\delta_{\text{vv}} \delta_{kk'} + 2\epsilon_{\text{cc}}\epsilon_{\text{kk'}} - W_{\text{cc}}\epsilon_{\text{kk'}}.
\]

where the diagonal contains single-quasiparticle excitation energies. Subscripts \(c\), \(v\), and \(k\) denote indices of conduction bands, valence bands, and \(k\) points. The screened (\(W\)) and unscreened (\(\epsilon\)) Coulomb potentials describe the electron-hole attraction and local-field effects, respectively. Coulomb matrix elements are evaluated using KS states from DFT-GGA. Quasi-particle energies in the exciton Hamiltonian are approximated using a rigid scissor shift of 2.26 eV for BN-ZnO and 2.32 eV for WZ-ZnO to open up the band gap of DFT-GGA to the HSE06+\(G_0 W_0\) values. After testing for convergence of optical spectra, we increase the \(k\)-point sampling to \(20 \times 20 \times 14\) and include a small random shift. This provides well-converged optical spectra for the BN and WZ polymorphs.

All calculations in this paper are carried out with the Vienna \textit{ab initio} simulation package [41–45] (VASP) and the BSE implementation discussed in Refs. [46,47]. All relevant input and output files and source data for generating figures and tables in this paper can be found in the Materials Data Facility [48,49].

### III. STRUCTURAL PROPERTIES AND TRANSITION PRESSURE

#### A. Atomic geometries

We computed fully relaxed atomic structures for the WZ and BN polymorphs of ZnO using DFT-GGA. First, we compute total energies for several unit-cell sizes within 3% of the equilibrium value and fit the Murnaghan equation of state [52], in order to obtain the equilibrium volume, total energy, and bulk modulus. These results are summarized in Table I. Details of the energy vs volume curve can be found in the Supplemental Material [53]. We then performed a final relaxation to make sure that the Hellmann-Feynman forces acting on each atom are smaller than 5 meV/Å. The final results for the \(a\) and \(c\) lattice parameters are compiled in Table II, along with computational data [6,20,50] and experimental data [19,51] from the literature.

This data shows excellent agreement of our results with other computational reports. For both polymorphs the DFT-GGA values reported by Rakshit et al. [20] agree within 1%. Data from calculations using a local-density approximation (LDA) shows smaller lattice constants for BN-ZnO and WZ-ZnO (see Table II) compared to DFT-GGA. This is expected, since LDA usually underbinds by a few percent (i.e., underestimates lattice constants) and GGA usually underbinds, compared to experiment. Computational results [6] from hybrid functionals differ by less than 3% from our GGA data for both polymorphs.

Comparison with experiment shows a more complicated picture and illustrates the controversy discussed above. While DFT-GGA overestimates experimental lattice constants of WZ-ZnO by less than 2% (see Table II), the agreement
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is significantly worse for BN-ZnO: In this case DFT-GGA overestimates \( a \) and \( c \), obtained using powder x-ray diffraction [19] (see Table II), by 11.5% and 19%, respectively. Not only is this an unusually large deviation, but more importantly, even DFT-LDA, which normally overbinds, still overestimates the experimental results by more than 13%. We also tested a van-der-Waals corrected XC functional and found that this does not significantly alter the lattice geometry: The \( a \) lattice constant is 1.5% closer, but the \( c \) lattice constant is 2.5% further away from experiment, barely affecting, e.g., the DFT-GGA band gap.

Rakshit et al., who observe a similar behavior, relate the incorrect atomic geometries to too shallow Zn 3\( \text{d} \) states when GGA or LDA are used [20]. They showed that agreement within 6–8% can be achieved by means of a GGA+U XC functional, which significantly lowers the Zn 3\( \text{d} \) states in energy. They also applied LDA+U using 12 eV for the \( U \) value, which is much larger compared to what is typically reported for WZ-ZnO (7–9 eV, see Ref. [54]). This lowers the Zn 3\( \text{d} \) electrons in energy to about 8–10 eV below the valence-band maximum (VBM), which is lower than experimental results that report Zn 3\( \text{d} \) states for WZ-ZnO at about 8 eV below the VBM [55]. However, even in this case DFT-LDA still overestimates lattice parameters by about 3%, instead of overbinding [20]. In addition, it remains unexplained why that same effect would not influence the WZ polymorph of ZnO, where the Zn 3\( \text{d} \) states are equally shallow in DFT-LDA or DFT-GGA. Hence, at this point we conclude that the unexpectedly small lattice parameters of BN-ZnO reported from experiment [19] are not fully understood. In Secs. IV and V we combine theoretical and experimental data for the lattice geometries with theoretical spectroscopy to shed further light on this problem: We show that the experimentally reported lattice geometry is inconsistent with reported electronic band gaps.

### B. Transition pressures

By applying the common-tangent method to the \( E(V) \) curves of the two different structures (see Fig. 2), we compute the pressure for the phase transition from WZ- to BN-ZnO to be 25.6 GPa. We confirm this result by computing the enthalpy, \( H = E + pV \), for both phases (data not shown), where \( V \) is the volume of the unit cell, \( E \) is the corresponding total energy, and \( p \) is the external pressure. By changing the volume of the unit cell and, thus, the external pressure, we determine the transition pressure from the crossing point of the enthalpies of both polymorphs. The thermodynamically stable polymorph minimizes the enthalpy at a given pressure. The results from both methods agree with each other.

Zagorac et al. used a hybrid XC functional and found another phase transition from WZ to BN-ZnO to occur under negative pressure [6]. We did not study this regime further in this paper.

### IV. ELECTRONIC STRUCTURE

We calculated the electronic structure for both polymorphs using DFT-GGA and HSE06, and we also perform \( G_0W_0 \) and \( scGW \) calculations, using both as starting electronic structure. Results are shown in Fig. 3 and the band gaps from all approaches are compared to experimental and other theoretical...
TABLE III. Band gaps (in eV), computed using different methods, compared to experiment. “BN (Theor.)” and “BN (Expt.)” refer to the lattice constants used in the calculations. Numbers in parentheses indicate indirect gaps.

<table>
<thead>
<tr>
<th>Method</th>
<th>WZ</th>
<th>BN (Theor.)</th>
<th>BN (Expt.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work (GGA)</td>
<td>0.74</td>
<td>0.96 (0.94)</td>
<td>1.93 (1.77)</td>
</tr>
<tr>
<td>This work (HSE06)</td>
<td>2.40</td>
<td>2.60 (2.56)</td>
<td>3.82 (3.67)</td>
</tr>
<tr>
<td>This work (GGA + Go0 W0)</td>
<td>2.10</td>
<td>2.35 (2.29)</td>
<td>3.89 (3.71)</td>
</tr>
<tr>
<td>This work (GGA + scGW)</td>
<td>3.85</td>
<td>3.96 (3.92)</td>
<td></td>
</tr>
<tr>
<td>This work (HSE06 + Go0 W0)</td>
<td>3.05</td>
<td>3.22 (3.19)</td>
<td>4.61 (4.44)</td>
</tr>
<tr>
<td>This work (HSE06 + scGW)</td>
<td>3.97</td>
<td>4.04 (4.00)</td>
<td>5.36 (5.19)</td>
</tr>
<tr>
<td>GGAa</td>
<td>0.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GGAb</td>
<td>0.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LDAb</td>
<td>1.24</td>
<td>1.70</td>
<td></td>
</tr>
<tr>
<td>HSE06b</td>
<td>2.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B3LYPa</td>
<td>3.21</td>
<td>3.49</td>
<td></td>
</tr>
<tr>
<td>Expt.d</td>
<td>3.30</td>
<td>3.50</td>
<td></td>
</tr>
</tbody>
</table>

results in Table III. We compare to the HSE06 + scGW band structure, with the gap shifted to the HSE06 + Go0 W0 value, to illustrate that for ZnO, the scGW approach merely provides a correction to the band gap, without changing the dispersion of the bands.

The smallest band gap of BN-ZnO is indirect, regardless of the XC functional used. For the theoretical lattice geometry, the difference between the smallest direct gap (at Γ) and the smallest indirect gap (valence-band maximum at H) is generally below 0.05 eV. If experimental lattice constants are used, this difference becomes much larger (0.15–0.18 eV), which should be easily measurable through experiment. Yet no experiment has reported a clear indirect band gap.

As expected, the DFT-GGA band gaps of 0.74 eV (WZ) and 0.96 eV (BN) strongly underestimate experimental results of 3.3 eV (WZ) and 3.5 eV (BN) [19,58]. This is well known and was reported in the literature before, however, we note that the difference between the band gaps of the two polymorphs (0.22 eV) agrees well between DFT-GGA and experiment. This confirms earlier findings that relative trends for the electronic structure of similar materials oftentimes are reasonably well reproduced by DFT, even if the absolute value (e.g., the band gap) is incorrect.

Band gaps computed using the HSE06 hybrid functional agree much better with experiment for both polymorphs. Here we use the original HSE06 functional, i.e., the mixing parameter is α = 0.25 and the range-separation parameter is ω = 0.2 Å⁻¹ [35,36]. While this approach still underestimates the absolute gaps (see Table III), the difference between both polymorphs is again 0.2 eV. In addition, our result for the WZ polymorph matches well with a previously reported HSE band gap of 2.5 eV [56].

Next, we compute quasiparticle energies by means of the Go0 W0 approach. Using the electronic structure from DFT-GGA as starting point leads to Go0 W0 band gaps of 2.10 eV (WZ) and 2.35 eV (BN). These are about 1.35 eV (WZ) and 1.3 eV (BN) larger than the DFT-GGA band gaps and still underestimate the experimental result (see Table III). For a Go0 W0 calculation based on the HSE06 electronic structure, the band gaps are 3.22 eV for BN-ZnO and 3.05 eV for WZ-ZnO. The band-gap differences between both polymorphs are 0.15 eV and 0.17 eV, respectively, similar to what we discussed above.

Next, we compare to the scGW approach. In our calculations both the Green’s function G and the screened Coulomb interaction W are updated nine times and the difference between the final two steps is smaller than 0.01 eV. Band gaps in Table III show that scGW eliminates the starting-point dependence. For both polymorphs, the differences of the band gap value between the Go0 W0 calculations based on GGA and HSE06 exchange correlations are about 0.9 eV but when scGW is performed, those differences are reduced to only about 0.1 eV. More details about the starting-point dependence and the scGW calculations are discussed in the Supplemental Material [53]. Table III also shows that scGW calculations lead to larger gaps compared to experiment, which was reported in the literature before [44]. This was traced back to the lack of electron-hole interaction in the Coulomb kernel W and the lack of vertex corrections. A value of 3.9 eV was reported before [59] for WZ-ZnO and is in good agreement with our result.

Finally, we now compare the band gaps computed for BN-ZnO when theoretical and experimental lattice constants are used. The data in Table III clearly shows that using theoretical lattice constants leads to gaps that are about 0.1–0.3 eV larger than those of WZ-ZnO, across the different computational approaches. This agrees with another study that reported band gaps for both polymorphs [6] and it also agrees with experiment [19,58]. Similarly to what we discussed for WZ-ZnO above, self-consistent GW overestimates the experimental band gap of BN-ZnO by about 10%, when the theoretical lattice constants are used. Conversely, when using experimental lattice constants, we obtain a band gap more than 1 eV larger than that of WZ-ZnO. In this case, self-consistent GW overestimates the experimental gap by nearly 50%, which is extremely large. It is also unusual for scGW to perform so differently for polymorphs of the same material, by predicting a gap 20% too large for WZ-ZnO but 50% too large for BN-ZnO.

Instead, we interpret this as an additional indication that the only available experimental lattice constants, reported in Ref. [19], are too small. While the XRD method used in Ref. [19] is very reliable, the match-up of the XRD pattern with the theoretical pattern of the BN structure is not very clear (see Fig. 4 in Ref. [19]). The conclusions are essentially based only on three broad peaks in the experimental spectrum. To fully resolve this problem, more experimental data, new bulk BN-ZnO samples, and improved XRD measurements are needed.

In the following, we will investigate optical properties of BN-ZnO. To facilitate this discussion, we introduce the following nomenclature: The uppermost two valence bands, that are degenerate in both structures at the Γ point, are labeled VBM. Crystal-field splitting separates these from the next single nondegenerate valence band, which we denote as ΓCF. By 0.09 eV in WZ-ZnO [60]. A similar splitting also appears in BN-ZnO, however, the energy difference in this case is much
larger (about 0.7 eV) and one set of twofold degenerate states appears in between (3 meV above Γ\text{CF}).

V. OPTICAL PROPERTIES

A. Dielectric functions

We now report optical properties of WZ-ZnO and BN-ZnO computed using the BSE framework and theoretical lattice parameters to investigate the influence of excitonic effects. The comparison of the optical spectra with (BSE, DFT+scissor) and without (DFT+scissor) excitonic effects shown in Fig. 4 illustrates the influence of electron-hole binding on the spectral shape. The inclusion of excitonic effects leads to a steeper onset of the spectrum. In addition, the onset of the BSE spectra occurs at slightly lower (by approximately 0.3 eV) photon energies compared to the DFT+scissor data, which is attributed to exciton binding energies (see discussion in Sec. VIB). Our result for the optical absorption spectrum of BN-ZnO is a prediction, since there is currently no experimental data available. In order to illustrate the influence of the crystal structure, we also computed an optical absorption spectrum for WZ-ZnO (see Fig. 4) and found good agreement with the data in Ref. [61].

By comparing spectra for both polymorphs we find a much stronger optical anisotropy for BN-ZnO. The energy positions of the absorption onsets for ordinary and extraordinary light polarization in BN-ZnO differ by about 0.7 eV, while the difference for WZ-ZnO is not larger than 0.1 eV. We traced this back to the band structure and optical transition-matrix elements: From band-resolved optical-absorption spectra (see Supplemental Material [53]) we found that the degenerate Γ\text{VBM} states form the absorption onset for ordinary light polarization in both polymorphs (see Fig. 4). These Γ\text{VBM} states consist of mainly O 2\text{p}_x and O 2\text{p}_y contributions with some Zn 3\text{d}_{xy} and Zn 3\text{d}_{z^2} character. In contrast, for extraordinary polarization the transition-matrix elements for these states are much smaller, leading to an absorption onset that coincides with transitions from the Γ\text{CF} VB into the lowest conduction band. In WZ-ZnO, this Γ\text{CF} state appears 0.1 eV below the Γ\text{VBM} and consists mainly of O 2\text{p}_z and Zn 3\text{d}_{z^2} character. However, as discussed above, in BN-ZnO this Γ\text{CF} state appears much lower in energy. This difference in the energies of the Γ\text{VBM} and Γ\text{CF} states, along with their characteristic optical matrix elements, leads to the stronger optical anisotropy we find for the BN structure.

We provide further support to this conclusion by studying the wave function character of these states. Figures 5(a) and 5(c) show Γ\text{VBM} and Figs. 5(b) and 5(d) show Γ\text{CF} for WZ-ZnO and BN-ZnO, respectively. These plots illustrate the O 2\text{p}_x and O 2\text{p}_y character of Γ\text{VBM} and the O 2\text{p}_z character of Γ\text{CF} for both materials, which leads to the different polarization dependence.

Finally, we explore the influence of BN-ZnO on the optical properties of experimentally realized ultrathin ZnO films [24]. To this end, we applied the transfer-matrix method [62,63] in Matlab [64] to compute optical properties of a 5 nm thin film that contains different fractions of BN-ZnO and WZ-ZnO. This is on the order of magnitude at which BN-ZnO can appear [10–12]. From these simulations we compute the transmittance.
and in Fig. 6 we compare with experimental data from the work of Chi et al. [24] Our results are blueshifted by 0.45 eV to match the position of the absorption onset with the experimental data for the thin films.

This figure illustrates the distinct optical signatures of both polymorphs in the spectral region around the optical absorption onset: Due to the strong anisotropy, BN-ZnO shows a two-step onset at photon wavelengths of 280 nm and 340 nm. WZ-ZnO, on the other hand, only has one onset and a valley for transmission around wavelengths of 340 nm. The experimental data shows increasing transmission across wavelengths from 200 nm to 350 nm. Comparison to our data shows that the behavior observed in experiment is much more consistent with BN-ZnO, or with mixtures of both polymorphs, instead of pure WZ-ZnO (see Fig. 6). We note that in our simulations of the thin film, we assumed a sharp interface between BN-ZnO and WZ-ZnO, neglecting possible atomic rearrangements. Despite this, since multiple theoretical studies [12,14,58] predicted a transition from WZ-ZnO to BN-ZnO in thin films under tensile strain, and since our simulations clearly show distinctly different optical-transmission signatures around the absorption onset, we raise the possibility that BN-ZnO may have affected thin films in experiment without being explicitly noticed [24], and we suggest further experiments to clarify this. In addition, our results show that purposefully tuning the different fractions of BN-ZnO and WZ-ZnO may provide a feasible route towards tunable optical properties in the UV region of ZnO thin films and nanostructures.

B. Exciton-binding energies

Due to the Coulomb interaction between electrons and holes, the lowest optical excitation energy is smaller than the single-quasiparticle band gap. The difference between these two quantities is the exciton-binding energy [65,66] and is critically important to understand, for instance, the strength of optical absorption of a material or the splitting of electron-hole pairs after absorption of light. In many crystalline semiconductors, dielectric screening of the Coulomb interaction causes the binding energy to be on the order of 10–100 meV [67–69].

In ZnO, the first conduction band is very dispersive and has parabolic character in the close vicinity of the Γ point, which leads to Wannier-Mott type excitons that can be studied analytically using a parabolic two-band model. Within this model, the exciton-binding energy is determined by the excitonic Rydberg [47],

\[ R_{ex} = R_\infty \mu / (m_0 e^2_{\infty}). \]  

(3)

where \( R_\infty \) is the Rydberg constant (\( R_\infty = -13.6 \) eV), \( e_\infty \) is the electronic dielectric constant, \( \mu \) is the reduced electron-hole mass (\( \mu^{-1} = m_e^{-1} + m_h^{-1} \)), and \( m_0 \) is the free-electron mass.

We used the harmonic means of the three effective masses obtained from the three different high-symmetry directions in the Brillouin zone: \( \Gamma \rightarrow M, \Gamma \rightarrow K, \) and \( \Gamma \rightarrow A \). We only show the mean here, and details of the fit for the three directions can be found in the Supplemental Material [53].

We obtained the electronic dielectric constant using DFT-GGA and the independent-particle approximation. This yields a value of \( e_\infty = 5.11 \) for BN-ZnO and \( e_\infty = 5.25 \) for WZ-ZnO (see Table V). The effective electron and hole masses were computed via parabolic fits [70] to the GGA band structure, which is much better resolved in \( \mathbf{k} \) space than HSE06 or scGW results. To estimate the error introduced by fitting to GGA instead of scGW data, we computed effective masses from the GGA and scGW bands, fitting only to the VBM/CBM and the next-nearest \( \mathbf{k} \) point that is included in both data sets. From this, we estimate the error to be about 7%.

One remaining source of uncertainty when using the Wannier-Mott picture is the nonparabolic character of the lowest conduction band of ZnO. This introduces a strong dependence of the effective mass on the \( \mathbf{k} \) point, which is much better resolved in \( \mathbf{k} \) space than HSE06 or scGW results. We obtained the electronic dielectric constant using DFT-GGA and the independent-particle approximation. This yields a value of \( e_\infty = 5.11 \) for BN-ZnO and \( e_\infty = 5.25 \) for WZ-ZnO (see Table V). The effective electron and hole masses were computed via parabolic fits [70] to the GGA band structure, which is much better resolved in \( \mathbf{k} \) space than HSE06 or scGW results. To estimate the error introduced by fitting to GGA instead of scGW data, we computed effective masses from the GGA and scGW bands, fitting only to the VBM/CBM and the next-nearest \( \mathbf{k} \) point that is included in both data sets. From this, we estimate the error to be about 7%.

One remaining source of uncertainty when using the Wannier-Mott picture is the nonparabolic character of the lowest conduction band of ZnO. This introduces a strong dependence of the effective mass on the \( \mathbf{k} \) point, which is much better resolved in \( \mathbf{k} \) space than HSE06 or scGW results. We obtained the electronic dielectric constant using DFT-GGA and the independent-particle approximation. This yields a value of \( e_\infty = 5.11 \) for BN-ZnO and \( e_\infty = 5.25 \) for WZ-ZnO (see Table V). The effective electron and hole masses were computed via parabolic fits [70] to the GGA band structure, which is much better resolved in \( \mathbf{k} \) space than HSE06 or scGW results. To estimate the error introduced by fitting to GGA instead of scGW data, we computed effective masses from the GGA and scGW bands, fitting only to the VBM/CBM and the next-nearest \( \mathbf{k} \) point that is included in both data sets. From this, we estimate the error to be about 7%.

### TABLE IV. Effective mass fits (to DFT-GGA) and exciton-binding energies computed within the Wannier-Mott model. The values of the effective masses are the harmonic means of the effective masses of \( \Gamma \rightarrow M, \Gamma \rightarrow K, \) and \( \Gamma \rightarrow A \) directions. The first column corresponds to the fractions of the fitted range in reciprocal space of the full reciprocal lattice vector.

<table>
<thead>
<tr>
<th>( m^*_n/m_0 )</th>
<th>( m^*_0/m_0 )</th>
<th>( \mu/m_0 )</th>
<th>( R_{ex} ) (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0250</td>
<td>0.165</td>
<td>2.224</td>
<td>0.154</td>
</tr>
<tr>
<td>0.0375</td>
<td>0.177</td>
<td>2.175</td>
<td>0.164</td>
</tr>
<tr>
<td>0.0500</td>
<td>0.188</td>
<td>2.204</td>
<td>0.173</td>
</tr>
<tr>
<td>0.0625</td>
<td>0.200</td>
<td>2.185</td>
<td>0.184</td>
</tr>
<tr>
<td>0.0750</td>
<td>0.212</td>
<td>2.166</td>
<td>0.193</td>
</tr>
</tbody>
</table>

Effective mass fit for BN structure

<table>
<thead>
<tr>
<th>( m^*_n/m_0 )</th>
<th>( m^*_0/m_0 )</th>
<th>( \mu/m_0 )</th>
<th>( R_{ex} ) (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0250</td>
<td>0.148</td>
<td>2.760</td>
<td>0.141</td>
</tr>
<tr>
<td>0.0375</td>
<td>0.160</td>
<td>2.760</td>
<td>0.151</td>
</tr>
<tr>
<td>0.0500</td>
<td>0.173</td>
<td>2.770</td>
<td>0.163</td>
</tr>
<tr>
<td>0.0625</td>
<td>0.187</td>
<td>2.759</td>
<td>0.175</td>
</tr>
<tr>
<td>0.0750</td>
<td>0.201</td>
<td>2.756</td>
<td>0.187</td>
</tr>
</tbody>
</table>

Effective mass fit for WZ structure

FIG. 6. Maxwell simulation results for a 5 nm thin film with different fractions of BN-ZnO and WZ-ZnO. The arrow indicates increasing WZ-ZnO fraction in steps of 1 nm between two successive curves. The inset of the figure shows the structure simulated schematically.
to 7.5% causes an increase in the electron effective mass by 28% (36%) for BN-ZnO (WZ-ZnO). Since the exciton binding energy is directly proportional to the reduced mass, it is also highly sensitive to this change (see Table IV). Using a linear extrapolation, we obtained exciton-binding energies from the Wannier-Mott model of 69.66 meV for BN-ZnO and 57.6 meV for WZ-ZnO. In the following, we overcome this limitation of the Wannier-Mott picture by solving the BSE to compute exciton-binding energies from first principles, using the full band structure of the material instead of parabolic fits.

To accurately compute exciton-binding energies on the order of several ten meV, a high k-point density is needed for sampling the Brillouin zone (BZ) and a large BSE energy cutoff, i.e., the highest-energy electron-hole excitation included in the exciton Hamiltonian. We found that exciton binding energies are converged to within 2% for a BSE energy cutoff of 6 eV (see Supplemental Material). To converge BZ sampling at acceptable computational cost, we use hybrid k-point grids up to $8 \times 8 \times 6 : 3 \times 3 \times 3 : 85.3 \times 85.3 \times 44$ in this paper, following the notation in Ref. [47]. Linear extrapolation (details see Supplemental Material) then yields converged exciton binding energies. We compute 63.8 meV for BN-ZnO and 51.3 meV for WZ-ZnO without correcting for remaining BSE energy cutoff convergence, which would increase these numbers by about 4 meV.

These values are different from those obtained using the Wannier-Mott model. This is because in a real material more than two bands contribute to exciton formation and those bands are neither strictly parabolic nor isotropic. Hence, the binding energies computed from converged first-principles BSE calculations are more reliable. Experiments report the exciton-binding energy for WZ-ZnO to be about 60 meV [71]. This is slightly larger than but close to our value.

When comparing exciton-binding energies for both polymorphs, it is apparent that the value for BN-ZnO is about 10 meV larger, which indicates that excitonic effects are slightly stronger in BN-ZnO. In order to explain this behavior we investigate the parameters that enter the Wannier-Mott model: The data in Table IV shows that the reduced electron-hole masses differ by about 8% (0.154 for BN-ZnO and 0.141 for WZ-ZnO) when fitted only in the closest vicinity of the BZ center. The differences are about 2% for the dielectric constants of both polymorphs (see Table V), however, as can be seen from Eq. (3), this parameter enters quadratically into the exciton-binding energy. The larger effective mass and the smaller dielectric constant are the main reason for the larger excitonic effects observed for BN-ZnO. Finally, when comparing the dielectric constant for WZ-ZnO to earlier computational results [72], we find good agreement. The computational value is smaller than the experimental result, which is due to the underestimation of the band gap in DFT-GGA.

### Table V. Electronic dielectric constants for WZ-ZnO and BN-ZnO, both for ordinary and extraordinary light polarization.

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon_{\perp c}$</th>
<th>$\epsilon_{\parallel c}$</th>
<th>$\epsilon_{\text{avg}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN-ZnO</td>
<td>5.12</td>
<td>5.09</td>
<td>5.11</td>
</tr>
<tr>
<td>WZ-ZnO</td>
<td>5.22</td>
<td>5.29</td>
<td>5.25</td>
</tr>
<tr>
<td>Comp. (WZ-ZnO) [72]</td>
<td>5.24</td>
<td>5.26</td>
<td>5.25</td>
</tr>
<tr>
<td>Expt. (WZ-ZnO) [73]</td>
<td>3.70</td>
<td>3.78</td>
<td>3.73</td>
</tr>
</tbody>
</table>

### VI. Conclusions

In this paper we used cutting-edge first-principles simulations, based on many-body perturbation theory, to provide a consistent picture of structural, electronic, and optical properties of the nonequilibrium BN-ZnO polymorph. Our results for lattice constants of WZ-ZnO and BN-ZnO are in good agreement with previous computational work, and we find good agreement with experiment for the WZ phase. Lattice constants calculated for BN-ZnO overestimate experiment by about 10%, as reported before. While this is an unusually large discrepancy, we show that the BN-ZnO band gap is about 0.2 eV larger than the WZ-ZnO band gap when these atomic coordinates are used. This is in excellent agreement with experiment and we find that this result does not depend on the description of exchange and correlation.

We further report optical absorption spectra, including excitonic effects, for both polymorphs. While the results for WZ-ZnO agree very well with previous data, we predict a large optical anisotropy for the BN structure. Exciton binding energies are 63.8 meV (BN-ZnO) and 51.3 (WZ-ZnO). Further analysis using a parabolic two-band model shows that the exciton binding energy for BN-ZnO is about 10 meV larger due to the smaller dielectric constant and larger effective masses of this polymorph, which we associate with the difference in bond lengths. Finally, we employ transfer-matrix method Maxwell simulations to study the influence of BN-ZnO contributions on the optical properties of ultrathin films. We find that the optical-transmission signature in the ultraviolet spectral region is characteristic for each crystal structure.

Our results provide the first consistent picture of structural, electronic, and optical properties of the BN polymorph of ZnO. The band-gap difference between BN-ZnO and WZ-ZnO is in agreement with experiment, close to 0.2 eV, when the theoretical lattice geometry is used. In contrast, this difference amounts to more than 1 eV when the experimental lattice constants are used. Hence, we conclude that, in the absence of more accurate experimental data for the lattice geometry, the theoretical lattice geometry is most accurate and resolves this long-standing controversy. At the same time, this observation makes a strong case for further experimental work to accurately explore the lattice geometry of bulk BN-ZnO.

More broadly, our work is an example for first-principles simulations that provide detailed information on optical properties, accurate enough to allow direct conclusions about structural properties and even phase identification. We clearly identify optical signatures of both polymorphs and by comparing with experimental data for 5 nm thin films we highlight the possibility that BN-ZnO is present in previously studied nanostructures, without being explicitly noticed. Again, we hope that our results lead to more experimental efforts in this direction.

Finally, we explicitly highlight that our data has strong experimental implications, e.g., when the fraction of BN-ZnO and WZ-ZnO in a given sample can be purposefully designed. This directly allows for tuning of optical properties, which
is important for nanostructures and thin films, e.g., for UV detectors and UV protection.
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